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1 Fourier Series

A good portion of the content in this section is based on the ”Principles of Mathematical Analysis”
by Walter Rudin, along with material from MATH 321 and 420 at UBC.

LP spaces and orthogonality:

To begin a discussion on Fourier Series, it is imperative that the perspective one looks at functions
with is broadened slightly. In particular, we will consider a special class of functions, namely:

Definition 1.1. We denote by LP[a,b]:

Pl = {1t > ¢ ity = [ 17 do < oo
In particular, we will focus on either L'[a,b], the set of all integrable functions, and L?[a,b], the
set of all square integrable functions f : [a,b] — C.
Above, we make use of the following notation:
Notation 1.2. ||f|, = (/7 |fP dz)"
It can be seen that LP[a,b] is in fact a vector space over C:

Proposition 1.1. LP[a.b] is a vector space over C, where the addition (f + g)(z) = f(z) + g(z)
denotes the pointwise addition of functions f,g.

Proof. 1t suffices to show that LP[a,b] is closed under scalar multiplication, and the pointwise
addition operation:

o For c € C, f € LP[ab], cf| = |c[|f], and thus it follows that [ |cf|P = |c?| [7|f[P dz =
|cp\HfH£ < 00, which implies ¢f € LP]a, b].

e For f,g € LP[a.b], via the triangle inequality:

[f 49l < (171 +19D)P = (1f1 + 19])" < (2max{|f], g]}*) = 2" max{[f], "} < 2°(|f]" + |g[")

Integrating both sides yields f; |f +gl” dz = ||f +gll; < 2P| £} +lgll}) < oo, which implies
f+g € LPla.b]

This completes the proof. O
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As it turns out, we have shown that these particular sets of functions can be thought of as vector
spaces. Of all values of p, p = 2 is in particular special. As it turns out, we can do even more for
p = 2 specifically (more discussion on this can be found later in the section). Recall the definition
of the inner product:

Definition 1.3. Let V' be a vector space over C (or a subset of C) and let i, v € V, k € C. An
ner product is a mapping
(u,0) : VxV —=C

with the following properties:

1. (@, @) > 0 with equality only when @ = 0

3. k(0,7 + (@, @) = (i, k¥ + )

We can then introduce an inner product on L?[a, b] via:

Proposition 1.2. We define the inner product on L*[a,b] for functions f,g € L?[a,b] via |I|

b
(f.9) = r/ f*g de

where f* refers to the complex conjugate (function) of f, and r € R, r > 0 (Usually r = 1 or

(b—a)™!)
Proof. Tt suffices to show that (.,.) satisfies the axioms of an inner product outlined in deﬁnition

e The first part of the first axiom is easily verified, as (f, f) = || f||3 > 0, via the monotonicity
property of the integral. If (f, f) = 0, then for our intents and purposes, f = 0E|

e Let f = f. 4+ if;, and so on. Then:

, .
(.9 = < IRE dx)

</ab frgr + figi dx +i/: frgi — figr dw)*
</ab frgr + figi dw) —i </ab frgi — figr dx)

b
:/ frgr —ifrgi +ifigr + figi dx
a

b b
_/ (gr_igi)(fr‘i‘ifi) dx_/ g*f dx:<g’f>

You may see the complex conjugate on the second argument instead of the first online. This is mostly a matter
of convention - physics generally sticks with linearity in the second argument, while math the first.

2This is actually not true - consider f(z) = 1 if 2 = 0 and f(x) = 0 otherwise. It turns out LP spaces are
actually equivalence classes of functions, where functions equivalent almost everywhere (with respect to a measure)
are considered identical. Essentially, these pathological examples are lumped together in the equivalence class of the
0 function. tl;dr we can assume for f >0, [ fdz =0 = f=0.
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e Let k € C, and h € L%[a,b]. Then:

b b
k<f,g>+<f,h>=k/ f*gdx+/ Fh da

b
=/ f*(kg + h) dx = (f.kg + )

Having shown that all axioms are satisfied, this verifies (.,.) is an inner product, as required.  [J
Having an inner product, we can then talk about what it means for functions to be orthogonal:
Definition 1.4. Two functions f,g € L?[a,b] are said to be orthogonal iff {f,g) =0

As an example of two orthogonal functions, we can see that sinz and cosx are orthogonal on
[—m, 7]. In fact, on symmetric intervals [—a, a], any product of an odd and even function would be
orthogonal, and this lets us come up with a plethora of examples of function orthogonality.

Now that we have seen that orthogonality is not difficult to find in functions, one may wonder
how this is applied, and why our additional machinery to understand functions as vectors is even
useful, apart from being a rather nice analogy. It is a common theme to try and express a func-
tion in terms of better understood ones, the reader has likely already done so several times when
applying Taylor’s theorem! As it turns out, L?[a,b], and orthogonality (especially of trigonometric
functions such as sine and cosine), turn out to be extremely useful in approximating functions using
trigonometric ones (Fourier series), as opposed to monomials like in Taylor’s theorem.

Additional content on LP spaces:

In this optional section, we go through a few preliminary inequalities that often come up with L?
spaces )} as well as some discussion on why L? is special.

Proposition 1.3. Young’s inequality: if a,b,p,q € R, a,b >0, p,q > 1, withp~ ' + ¢~ =1, then:
ab<pta? +q¢ 'p?

Proof. If either a = 0, or b = 0, then the claim is clearly true. Assume then that a,b # 0. Then
consider the function h(z) = logz. As W'(z) = 27!, and h"(2) = —272 < 0 for all z > 0, h is
concave for x > 0. Thus, from the definition of concavity:

log (p~ta? + ¢ 'b%) = h(p~taP + ¢ 'b%)
> p~th(aP) + g h(b)
= p tloga? + ¢ tlogbh? =loga + logh = log ab
exponentiating both sides completes the proof. O

Proposition 1.4. Holder’s inequality: Let p,q be as above. Then for f € LP[a.b], g € Li]a,b]:

Ifglly < 171, llgll,

3This content is not entirely necessary for the discussions below, but proves that L? spaces form a metric space!
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Proof. It || f[|, =0 (or [|gl|, = 0), then f =0 (g = 0), which means fg = 0, so the inequality holds
in this case. We then assume |[|f||, [lg]l, = 0, and by virtue of being elements of their L” spaces,

1 £1l,,, [lg]l, < oo. Then, we define F' = f||f|];17 G = gHGH;l, so that ||F|, = [|G||, = 1. Then via
Young’s inequality, we note that:

[F|G] = [fgl <p~'[FI" +q7 |G|
Then integrating both sides yields:
IFGl, <p7HIFID+a7 MGl =p"" +a7 =1
P q

Since ||FG||, = ||f|];1HgH;1Hng1 by construction, multiplying both sides of the equality above by
1 £1l,llgll, completes the proof. O

Proposition 1.5. Minkowski Inequality: For a given p > 1, if f,g € LP[a,b], then:

1 +gll, < [1fll, +1lgll,

Proof. To do so, note that, via the triangle inequality:

\f+aP <If+allf +alP" <IFIf+gl" " +lgllf + gl

We then note that p~! + ¢! =1 = ¢ =p(p —1)~!. Then, we observe that:
Jasegrtyrde = [1f+gP do =5+ gl < o

ioh 3 : p—1 p—1||4 p
as f + g € LP[a,b], which implies |f + g| € L%a,b], and that H]f—l—g| H = Hf+g||p. Then
q
since |f],|g| € LP[a,b], Integrating the inequality above, applying Holder’s inequality, and using
-1 -1
¢ =p (p—1)

b b
|u+gg=s/Wﬂu+mpnm+/ﬁmu+mp1w
= 15+ g7+ olr + o
<7117 + 672+ Naly |17 + o

= (£l + Ngll) 1 f + gl = (£l + gl If +gls ™

If || f +9Hp = 0, then the inequality is clearly true. Assuming then that || f +9Hp > 0, dividing
both sides of the inequality by || f + 9“5_1 completes the proof. O

The Holder and Minkowski inequalities are frequently used in LP theory, and are quite important.
As an example, those who read the notes on Linear Algebra may remember the discussion on
metric spaces (if not, see the section on manifolds!). As it turns out, the Minkowski inequality is a
sort of triangle inequality for the function ||.|| p- Since it is also positive definite and symmetric by
definition (remembering to use equivalence classes of functions), we get that each L? space is in fact
a metric space! This is partly also why L? is special, as the metric induced by the norm, ||f — g||, in
this case, also completes L? (referring to Cauchy completeness), forming a Hilbert space. Another
reason why L? is special is because it is the only LP space for which one can administer an inner
product.


https://math.stackexchange.com/questions/3647014/under-what-conditions-can-lpx-sigma-mu-be-an-inner-product-space-for-p-n?noredirect=1&lq=1

1 FOURIER SERIES

Introducing Fourier series:

To begin our journey towards Fourier series, it is important to first go through a fewﬁ definitions.
We also usually will be using the inner product with » = 27, and a,b = —7, 7, though we may use
the general inner product with r and a, b. Firstly:

Definition 1.5. For z € R, a trigonometric polynomial of degree N is defined via:

N

N
T(z) =ap+ Z (an cosx + by sinz) = Z Cnein:c
n=1 NN

T are periodic, with period 2w. As e"™* =

We observe that all functions cosx, sinx, and e

4 ((in)~Lem=), it follows that:

1 s

2r )

ez‘mx de = <1 eimx) — <ei0x eimac> _ I m=0
’ ’ 0 m=#0

Motivated by this, we take the productﬂ e~ MTein® from which we obtain:

i " €72(n—m)cz: dr = <eimz einx> _ L m=n
2r J_ . ’ 0 m#n

Since T'(x) is a trigonometric polynomial, we may take advantage of the integral being linear to
obtain:
1 ™

27 x

cm me[-N,NINZ

0 otherwise

eI (z) dx = (", T) = { (1)
which gives us quite a nice expression and analogy for the coefficients ¢,,. The coeflicients represent
projections of T along the vector ¢/™*, much like the coefficients a, b of some vector Z = a1 + bia
in R3 represent the projections of Z along &1, Zo respectively. In general, the collection of functions
{e"* . n € Z} form an orthonormal familyﬁ with respect to the administered inner product. There
are various other examples of orthonormal families. For the inner product we are currently using,
an equivalent orthonormal family is:

1 j=n=20
Gjn =14 V2cosnxr j=0,n#0
V2sinnz j=1

The /2 factor is a consequence of our use of % in the denominator. In particular, we will use
{¢n} to refer to an arbitrary orthonormal family (wherein we use the general inner product), {¢;}
to the trigonometric functions above, and the functions {¢™*} themselves in the remaining case,
unless further specificity is needed. With the above, we then define a trigonometric series as follows:

Definition 1.6. The standard trigonometric series for a function f on [—7, x| is defined via:

o

f(x) ~ F(z) = Z cne™®

—00

If f is integrable on |a,b], then the right hand side is called the standard Fourier series for f, and
the standard Fourier coefficients ¢, are given by eq. .

1Just a few, we're almost there!
5This is often called Fourier’s trick, as it is a rather neat way to find Fourier coefficients!
50ne may wonder if this is a basis, in which case - stay tuned :)
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In general, we do not need to restrict to {e**}, and can consider any orthonormal family as follows:

Definition 1.7. For an integrable function f, its Fourier series (with respect to a family {¢n}) is
defined via:
f(‘r) ~ Z Cn®n
n
where ¢, is defined to the n'* Fourier coefficient with respect to ¢,,. The use of the notation ~ is
to indicate that we have not yet understood if the series converges to f in any way, and is used to
refer to the fact that the Fourier coefficients in the series are obtained from f.

After introducing Fourier series, one is tempted to ask - when do these series converge to the
function, and what meaningful information about the function can these series provide? These are
all great questions to ask at this stage, and we will answer them in the next section, restricting
occasionally to f € L?[—m, 7] to the orthonormal family {e"*}.

Convergence of Fourier series:

With Fourier series defined, we focus on a particularly interesting property of the partial sums of
a Fourier series:

Theorem 1.8. For a function f ~ Y cnon, let fn = Zgil Cntn Tefer to the N™ partial sum of
the Fourier series of f. Then given any N™ degree trigonometric polynomial gn = 27]:[:1 dnn, the
following holds:

b b
/|f—fN|2 dwg/ f— anl? de

In particular, this implies that:

(f=fno f=fn) < (f —gn. f —gn)

with equality above holding iff ¢, = d,, for each n.

For intuition on this result, it is nice to refer to the inner product, and picture f, fy and gy as
arrows in a 2D vector space, with fy, gy lying along the x-axis, as in fig . Then (f — fn, f — fn)
gives us a notion of ’distance’ between f and fy, and similarly with gy. The content behind
this is essentially that this difference is minimized by a partial sum of the orthonormal family ¢,
(vector along the x-axis), when the coefficients are those of fy, corresponding to minimizing the
height of the triangle formed. The § angle corresponds to this, and also to the coefficients of
fn being projections of f with respect to the chosen orthonormal family of functions. With how
this is structured, this oddly has a vibe akin to that of the Pythagorean theorem. In fact, let us

supplement this with the following corollary:

Corollary 1.8.1. Bessel’s inequality: Substituting ¢, = dy, in theorem[I.§ and taking the limit as
n — oo yields:

JR 1 /b
Uidw) =52 D lea < 5.5y = 5 [ 1P o
n=1 a

In words, Bessel’s inequality states that the sum of squares of every component along an orthonor-
mal family {¢,} can at most be the length of f. The result, especially in the equality case, furthers
the connections we noted above with the Pythagorean theorem. One may naturally then ask - what
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conditions are necessary and/or sufficient for equality to hold above? The answer in general is un-
fortunately that it depends quite heavily on our orthonormal basis. As it turns out, our standard
orthonormal family {¢™*} is rather special, and we can quite easily state when equality holds (and
why we dived into L? (and L? specifically) spaces)!

With this in mind, we will restrict our attention to 2w periodic functions f E] with the standard
orthonormal family {e™*} (or equivalently ®jn), and develop some more machinery for ﬂ Fourier
series, leading to equality in the corollary above. Let us take our first step with the following
definition:

Definition 1.9. We define the Dirichlet kernel via:

N

Dy(x) = Z ene

-N
Dy in fact has a more useful form, as we will show in the corollary below:

sin(N—Q—%)m

in £
SlIl2

Corollary 1.9.1. Dy(x) =

Proof. Since the sum is finite, we may regroup terms. This leads to the following:
N N N
Dy(x) = Zemf"’ =1+ Z (e +e ") =1+ QZcosnx
-N n=1 n=1

Multiplying and dividing the second term by sin § yields ﬂ

N
2 . T
Dyn(z) =1+ Sin? nEZI (COS nx sin 5)

Using the trigonometric identity cosasinb = sin (aer);Sin (@=b) " with a = nx, b = 3 yields, via a

telescoping sum:

D) =14 2 isin(n—f—%)x—sin(n—i—é)x
1

i T
sin 5 = 2

sin (N + %) T — sin %m
sin%
sin(N+ %)m

a T
SlIl2

One should also verify that this holds for when x = 2kw, k € Z, as the derivation performed above
was invalid for these values of x. This is done via:
sin(N + 3)x _ (N +1)cos(N + )z

lim ———=— = lim T
x—2km sin 5 z—2km 5 COS %

= 2N + 1 = Dy(2kn)

as required. ]

If you are worried about losing too much generality here, it’s a valid mathematical concern, but it usually isn’t
a problem in Physics, since either the functions or the region of interest are bounded.

8We'll also be dropping the standard prefix for convenience, but it’s a good distinction to have in general.

9Tf you're worried about when this is 0 - good catch! It’s addressed a little further on.
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We introduce the Dirichlet kernel because it provides us with a particularly nice way to write the
standard Fourier Series F':

Corollary 1.9.2. fy(z) = 5 [7_f(z —u)Dy(u) du

Proof. A good portion of the proof follows from the below of chain of equalities:

N . N oo . 1 N T .
fN(x) _ chemx _ Z <€mx, f>emx _ % Z (/ efmtf(t) dt) eine
-N -N -N T

/N
- / (Z em(x_t)> f(t) dt
o\

— (" Dyta—0)f() dt

—T

We then perform a change of variables, given by u = x — ¢, which transforms fx into the following:

T—7 T+ m
fn(z) = —/ Dyu)f(x —u) du = / Dyu)f(x —u) du = Dy(u)f(x —u) du

+m T—T -7
where in the last equality we use the fact that f, Dy, and hence their product are 27 periodic. [J

The Dirichlet kernel can thus characterize the N*® partial sum of f, fx. The following theorem
elaborates on this:

Theorem 1.10. If f is Lipshitz continuous at x, that is, there exists constants 6 > 0, M finite
with:
[f(z) = f(B)] < M|z — 1|

forallt € (x — 6,24 0), then f, — f at x, that is, the Fourier series F' = f, our function itself at
x

The Dirichlet Kernel may initially seem unrelated, but it is actually rather useful in the proof of
the above theorem - to prove the conditions under which Fourier series converge pointwise. You
might be wondering about how strict the Lipshitz condition is. In fact, it can easily be shown that
a sufficient condition for f being Lipshitz is it being C*[—n, 7], or continuously differentiable (Hint:
Mean Value Theorem!). Since we usually deal with (at least piecewise) continuously differentiable
functions in Physics, for our intents and purposes, Fourier series do indeed converge pointwise to
f, as we would desire them to.

Having characterized pointwise convergence, we end off by stating 2 extremely fundamental re-
sults. Firstly, we will finally address when Bessel’s inequality is an equality in the context of the
{e™*} basis, via Parseval’s theorem.

Theorem 1.11. Parseval’s theorem - If f,g are 2w periodic and Riemann integrable, then:

Jim (]~ fi.f ~ ) = Jim 1/ﬂ|f—fm2 dz =0

N—oo 2T

]‘ T * > *
<g7f>=2ﬂ/ﬂg fda:—§dncn



2 QUANTUM ENTANGLEMENT

In particular, if f=g:

1913 = (10) = 5z [ 1 do =D fenl

—T

and if we restrict to square integrable functions (It can be shown Lila,b] C LP[a,b] when q¢ > p, due
to a,b] having finite measure), then the first equality implies

dim d(f, fy) =0

Since L? is complete, we also have the following:

Theorem 1.12. The family €™ form a complete orthonormal basis for L?[a,b]. That is, for any
feL?ab], f=3%_cpem®

These are incredibly useful results, and are invoked almost all the time in solving PDEs (and thus
in Quantum Mechanics as well)! There of course is a lot more to Fourier series than just the above,
but the above provides a rather steady introduction, with some additional context via LP spaces.

2 Quantum Entanglement

2.1 Tensors as Vector Spaces

One of the most basic things we do in mathematics is constructing new spaces out of old ones. If
you open any introductory graduate textbook (scarily that is a thing) in mathematics, chances are
it will open by constructing the integers from the naturals, the rationals from the integers, and the
reals from the rationals. From the real numbers, we build R"™ and C, which turn out to be two sides
of the same coin. If these constructions were completely arbitrary, they wouldn’t be particularly
interesting. But such a construction isn’t useful; if we had no way to add or multiply what use
would they be? What we want is to preserve the properties of the objects we’re building off of, to
keep their useful features and extend them to further applications.

In particular, we’re interested here in quantum mechanics. In it, the "state space” of a particle
is a vector space, in particular a Hilbert space. We’d ideally like a way, like we can in classical
mechanics, to consider a system of two particles as one vector space or as a combination of the
single vector spaces used for each particle. To do this, we use a construction called the tensor
product.

Definition 2.1. Let V, W be two vector spaces over C. The tensor product of these spaces, denoted
V @ W, is a vector space over C consisting of sums and scalar multiples of pairs ¥ ® W, where
v e V,w € W, which satisfies the following axioms.

1. For alla € C, a(V® W) = (a?) ® (W) = U ® (aw)
2. V) @UW+ U @ W = (V) + o) ® W
3. TR +TQ Wy =TR (W + W)

An important thing to note here : this construction is not just doing element-wise operations on
V x W[T_UL For example, we have in general for tensor products that

10Such a construction does exist, and is called the direct sum
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TRUW+ T @w # (T+7) @ (0 + ')
a(U ®@ W) # (a?) ® (aw)

Both of these inequalities would in fact be equalities if we just did element-wise operations. We
choose instead to use the tensor product for a very particular property it has.

Theorem 2.2. Let V,W, Z we vector spaces over C. V& W is the unique vector space such that
for any bilinear map ¢ : VX W — Z (that is a map that’s linear in both arguments) there exists a
unique linear map ¥ : V QW — Z such that o =1 o, where 1 : V X W — V & W 1is the natural
map (7, W) = U@ W.

The proof of this is very much in the realm of abstract algebra, and is not particularly enlightening
for our purposes, so we won’t go over it here. However, we can see some of its consequences, and
potential why this property is so useful.

Corollary 2.2.1. Let V, W be vector spaces over C, and A:V =V, B : W — W linear maps. Then
there exists a unique linear map AQB : VW — VW such that (A® B)(T@wW) = (A¥) ® (BW).

Proof. Let Ax B:V xW — V ® W be the bilinear map given by (A x B)(7, %) = (A?¥) ® (BW).
By the uniqueness property of tensor spaces, there exists a unique linear map C : V®W — Z such
that A x B = C o . This would be the unique linear map such that

(A x B)(U,W) = (Co)(¥,W) = (AV) ® (BW) = C(7 ® W)
so the map C' is the linear map A ® B we claimed existed. O

This is a great first step; it gives us a canonical way of combining a pair of linear operators in each
vector space to produce a linear operator in the tensor space. All we need to apply this to quantum
mechanics then is a way to extend the inner product. First though, we need to recall some facts
about inner products (definition , and dual spaces from last term, along with some results on
bases. The reader may recall the definition of a dual space.

Definition 2.3. Let V' be a vector space over a field C. A linear function f :V — C is called a
linear functional. The set V' of all linear functionals on V is a vector space in itself, and referred
to as the dual space of V.

Dual spaces, naively, seem to give us another way of representing inner products. Indeed, the map
(U,-) : @ (U, U) is a linear functional, for any fixed ¥. The problem is that there’s no canonical way
to pair linear functionals with inner products, that is unless we’re in a Hilbert space (a particularly
nice inner product space for our purposes). In this case, we get the following result

Theorem 2.4. Suppose H is a Hilbert space over C. Then there exists a canonical bijective map
f:H— HE with the following property, for any a € C,¥,4 € H (this property is called anti-
linearity)
fat + @) = o™ f (V) + f(4)
In particular, this map is given by
f(@0)(@) = (v, 1)

Again, the proof of this is beyond the scope of these notes. The point of this theorem is not so much
the existence of the map f, that would work in any inner product space, but that it’s bijective.
This is what gives us our perfect correspondence between inner products and dual vectorslﬂ, and

HThis is technically not true, and the map is instead bijective between H and continuous dual vectors. For our
purposes, this difference isn’t too important, since physics tends to assume continuity anyways.
12 Also known as the dual correspondence in QM

10
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it’s what allows us to extend our inner products in a consistent way in quantum mechanics.

I did mention earlier that we need a result on bases for inner products; we prove that now.

Theorem 2.5. Let V,W be vector spaces over C with bases {l;i}?zl, {&}",. Then the set {l;Z ®
5}}?]721 is a basis for Vo W.

Proof. We first prove that its spanning, for which it suffices to prove that any tensor of the form
T®wW €V ®@W can be expressed as a linear sum of elements in the set. Since {b;}? ;,{¢}", are
bases, Ja;, B; € C such that ¥ = 37" | a;b; and @ = 377" B;¢;. Thus,

TR W = (zn:aigz) ® (Zm:ﬁjgj) = zn:zm:azﬁj
i=1 j=1 i=1 j=1

as required. The proof of linear independence is more complicated and involves some heavy usage
of dual bases, so we’ll avoid it here. ]

Finally, we can get to the point.

Theorem 2.6. Let V, W be inner product spaces over C. Then the map (-,-) : (VW) x (VW) —
C given by

(U@ W, VR T) = (u,v) (W, Z)
with linearity in the second argument and anti-linearity in the first is a well-defined inner product

onVOW.

Note that there’s an abuse of notation here; we use the angled brackets for all inner products, even
ones that operate on different spaces.

Proof. Existence follows from the previous theorem on the bases of tensor spaces, so we just need
to show that this is an inner product. Indeed, we get

—

(U@ W,V ® u) = (, V) (W, W)

Which is always positive, and zero if and only if ¥ or @ is zero. But any vector tensor with the
zero vector is a zero vector (to check this, look at ¥ ® 0+ ¥ ® W = ¥ ® W), so the first property of
inner products is satisfied. For the second, we note that

(i © w70 &) = (@,0) (@,3) = (0,0)(# 6) = (7070
The third is simply part of our definition. O
There’s one final property that we need, which again will not be proven.

Theorem 2.7. The tensor product of two Hilbert spaces, with the inner product of the above
theorem, is a Hilbert space.

11
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2.2 Composite Systems and Entanglement

Interesting note about tensor product Hilbert spaces - the number of basis vectors of the composite
Hilbert space (and hence its dimension) is given by dim(Hcomposite) = ][]y dim(#;) - this is
exponential in the number of systems being composed. For example for n spin-1/2 particles (with
dim(H;) = 2), the dimension of the composite Hilbert space is dim(H#") = [[;2 = 2". For
n = 300 we have dim(H") ~ 10% which already exceeds the number of atoms in the observable
universe (10" — 1082). This high dimensionality is a reasonlE for why quantum systems are hard
to simulate classically.

Let us give a concrete example of n = 2 spin-1/2 particles. An ONB for the Hilbert spaces H, Hp
is {|1), [{)}, so the basis states of the composite Hilbert space H4 ® Hp are:

Map=1IMa®[M5
Map=IMa®@)p 2)
D ap =a®[Mp
D apg =Ma® g

And so:

Hap = span({[11) a5+ M) ap s I ap s ) apt) = {a M) ap+B 11D ap+y D apto ) ap : . 8,7,6 € C}
(3)

A question we now ask - are all states in a composite Hilbert space able to be written as a tensor

product of states of the individual subsystems (as the notation H4p = H 4 ® Hp might suggest)?

The answer is a no - this leads to our definition of entanglement, which will play a key role in the

entire discussion of this chapter:

Definition: Entanglemement

A pure quantum state |¥) in a composite Hilbert space H = Q);, H; is entangled if it
cannot be written as the tensor product of states from the subsystems Hi,...H,, i.e.:

(W) # |11); ® [th2)y @ ... @ W), (4)

for any choice of states |v;), € H,;.

For the case of n = 2 subsystems, we have bipartite entanglement defined as:

Definition: Bipartite entanglement

Let H 4, Hp be Hilbert spaces and define the composite Hilbert space Hap = Ha Q@ Hp. A
pure state |V) ,5 € Hap is entangled if:

|U)ap # V)4 ® D) (5)

for any choice of local states |¢) , € Ha,|d) 5 € HB.

I3There are some subtleties here; specifically, we require an extremely large number of parameters to describe
highly entangled states (entanglement to be defined extremely shortly). Product (i.e. unentangled) states, are
efficiently simulable because we may describe the subsystems individually, and therefore the whole state efficiently.
The argument is actually a layer more nuanced than this, because certain types of entangled states (stabilizer states
- see the |Gottesman-Knill Theorem) are efficiently simulable. But this is far beyond the scope of this course.

12
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A specific example of bipartite entanglement is given by the Bell state |B11) (also called the singlet

state - this name for it will perhaps become clearer after we begin our study of addition of angular

momenta):

N4 5= 4@ M) .
(6)

V2
It is a useful exercise to use the definition of entanglement given above to prove that the above Bell
state is indeed entangled (hint: try a proof by contradiction).

|B11) =

2.3 Optional: a review of quantum measurement

Mathematical object of interest: projectors

Definition: Projectors

A linear operator II is a projector if it satisfies:

2 =1I' =11 (7)

Below are examples of projectors in matrix representations:
1 00 1 00
=0 0 0], II=Z{0 1 0. (8)
0 00 000

II; is a rank 1 projector, while Il is rank 2 > 1. Why we call an operator with the properties in Eq.
a projector might not be obvious, but the nomenclature is elucidated by the above examples.
A projector projects a state into a lower-dimensional subspace of the Hilbert space. II; has the
property of taking a three-dimensional vector and projecting it into a 1-dimensional subspace, while
II5 has the property of taking a three-dimensional vector and projecting it into a 2-dimensional
subspace. I is a projector (though a trivial one), and is a projection from a space to itself. In Fig.
we visualize the action of II1, I, for the case when our vector space is R? (but one should keep
in mind that this is for the sake of intuition, and the Hilbert spaces we use in quantum mechanics
are, of course, complex).

Now let’s return to the bra-ket formalism and what projectors look like in this abstract setting.
First, recall that we can write an observable A in the form:

A= Z a; |a;)a;] (9)

where |a;) is the eigenstate of A corresponding to the eigenvalue a;, and {|a;)}; is an ONB. In
the non-degenerate case, each of the a;s are distinct. However, in general degenerate eigenvalues
(where a; = a; for some 1, j) are possible, and the current form of the expression does not make
this particularly clear. With our knowledge of projectors, let us now rewrite the above as:

A=) all, (10)

where each of the as are distinct eigenvalues of A, and

M, = 3 [aiai (11)

a;=a

13
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Figure 1: Visualization of the action of projectors IIj, Ils (as defined in Eq. ) on a vector in R3.
II; can be visualized as projecting the given vector onto the one-dimensional subspace that is the
x-axis subspace; preserving the xz-component of the vector, and nullifying the y and z-components.
II5 can be visualized as projecting the given vector onto the two-dimensional subspace that is the
zy-plane; preserving the x and y components of the vector and nullifying the z-component.
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is the projector onto the eigenvalue-a subspace. Let us verify that these are indeed projectors. First,
we verify that they are Hermitian:

f
Il = (Z Iaz'><az'!> = > (laafai)t = Y laiXa| = I (12)

a;=a a;=a a;=a

where in the second-to-last equality we use that (Ja)b|)T = |b)Xa| (which follows immediately from
the definition of the Hermitian adjoint; the proof is left to the reader!). Next, we show that they
are idempotent (that is, they square to themselves):

I = <Z \az‘Xai!) =D > lai) (ailag) {asl = Y- Y laikas| 65 = Y laifas| = a.  (13)

a;=a a;=aaj=a a;=aa;=a a;=a

So they are indeed projectors! In this form, we have decomposed the observable A into the parts
associated with each eigenvalue in a clear way. These projectors have some properties of note,
described in the theorem below.

Proposition

Let {II,}, be the set of projectors associated to an observable A (with Il = >, _, |aiXai
being the projector onto the eigenvalue-a subspace). These projectors are mutually orthog-
onal:

HiHj = 52]1_[1 (14)

and are complete:

> I, =1 (15)

Proof. The idempotency of projectors covers the i = j case in Eq. (14)), and if ¢ # j, then the
expression is zero as eigenvectors of an observable A corresponding to distinct eigenvalues are
orthogonal. The completeness relation is merely a restatement of the resolution of the identity in
terms of projectors. O

We are now ready to state our axiom of quantum measurement.

Axiom: Quantum measurement

Let A = )" all, be the observable (a Hermitian operator) being measured, where the as
are the eigenvalues of A and {Il, = ), _, |a;)}ai|}s are the associated projectors onto the
eigenvalue-a subspaces. Let [1)) be the pre-measurement state.

Dirac postulate: If outcome a is measured, then the post measurement state is given by:

1
Y) = ——=TL |¢) . (16)
(] Iq [¥)
Born rule: The probability of measuring outcome a is given by:
p(a) = (Y| Ila [¢) . (17)
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Example: spin-1 particle.

Sz = AN+ = [=X=D (18)

So then
S2 = 2 () + =)= (19)

has a degenerate eigenvalue, with both |+) and |—) being eigenstates with eigenvalue +h%. To
deal with this degeneracy, we can use our new projector formalism of measurement. The projector
corresponding to the h? subspace is given by:

Mz = [H)(+] + [N~ (20)
while the projector corresponding to the eigenvalue 0 subspace is given by:
Ilo = 10)X0] . (21)

So, if we wanted to find the probability of measuring S? = h? given a pre-measurement state [1),
the probability would be given by:

p(R?) = (¥ Iz [) = [(+19) P + (=) (22)
and the post measurement state would be given by:
1 1
) = —e——=Tlp2 [¥)) = () [+) + (=) [=)) - (23)
@I 9) " P + [l P

2.4 Properties of the Bell state

Let’s explore some properties of this state - let us begin by looking at what happens when we
measure one of the two spins. In general, if we perform an operation on one subsystem (represented
by the application of an operator A) of a composite system while doing nothing to the other parts,
we can represent this by the composite operator consisting of applying A to the specific subsystem,
tensored with the identity operation I on the other subsystems. In our case, we consider operators
of the form 114 ® Ig where 114 is a projector acting on the first spin.

Let’s suppose we measure the first spin in the {|1) 4, |) 4} basis. From the Born rule we find:

p(1) = (Bui|II1 4 ® 1p |Bn1)
(M 1) (LT + (U ) T = (T ) (L) = (T 1) (P TD)

2
1:140-1-0-0-0-0 (24)
B 2
1
2
and analogously p(]) = % The Dirac postulate tells us that if we measure spin-up, then the
post-measurement state is:
I 4 ® g |B11 1 IhiaHa®@Ipll)g—Urald)y, @Ip|T
|B11>—> i) ‘ > - = T ‘>A |>B T |>A |>B:‘T>A®H’>B

V(Bu|1l 4 @I [Bi) \/g V2
(25)

16
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Analogously, it can be shown that if we measure the first spin to be spin-down, then the post-
measurement state is:

[Bi1) = )4 @M p (26)

We note two things - it seems as though when we measure the first spin in the S, eigenbasis that
we have a 50/50 probability of measuring the first spin to be up or down, and that the second spin
after the measurement points in the direction opposite that of which the first spin was measured
to be.

Perhaps this interesting result is just a consequence of our choice of measurement basis {|1),|])}.

Let us try then measuring in the S, eigenbasis of {|—=) = %, <) = %} Using that

t/4) = %, we can rewrite the |B11) state in terms of the S, eigenstates as:

[ =) A+l a ® [ s—Il)g  [=)a—l<)a ® =) pt+l) 5

By = 2 V2 V2 V2
V2 (27)
) Aa@|=2)p = =) a®@[)p

V2

Up to a (physically irrelevant) global minus sign, the form of |Bj;) expressed in terms of S,
eigenstates is identical to |By1) expressed in terms of S, eigenstates. So, if we were to measure the
first spin in the S, eigenbasis, just as before, we would find that we would have 50/50 probability
of measuring spin right or spin left, and the post-measurement state would have the unmeasured
spin pointing in the opposite direction as the measured one.

In fact we could go through with the above calculation for an arbitrary measurement basis, and
find the same result.

Proposition: |Bj1) is non-local and anti-correlated in every direction

Consider the Bell state |Byy):

By~ Da® s~ 0, 1) 5)

V2

and consider an arbitrary ONB (for a spin-1/2 particle):

B(a,B) ={lrap) =alt) + B),[Fap) = B" 1) —a" |1} (29)

where a, 8 € C and |o|* + |8]>. Then:

1. |Bj1) has no local properties; that is, whatever parameters «, 8 € C the measurement
of particle A in the basis B(«, ) leads to a 50/50 distribution of outcome.

2. The measurement of particle A leads to the post-measurement states:

outcome “+”: |B11) = [ra,8) 4 ® [Fap)p (30)
outcome “-”: |Bi1) = [Fa,8) 4 ® [Ta,8) 5
That is, after measurement, the spin states of particles A/B are perfectly anti-

correlated, irrespective of the measurement outcome and measurement basis.

17
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The above demonstrates how quantum entanglement can give rise to “stronger-than-classical” cor-
relations. In classical mechanics, it is possible for measurements to be correlated in certain mea-
surement bases, but not all.

Proof. Left as a homework exercise. O

2.5 The No-Cloning Theorem

Consider now a thought experiment where, upon preparing two spin-1/2 particles in a Bell state
|B11), we flew out one pair to the moon while we kept one on Earth. Suppose we were to measure
the particle on Earth; then the formalism of quantum mechanics would tell us that the particle
on the moon would instantaneously collapse to the spin state pointing opposite to that which
was measured on Earth. This phenomenon, coined “spooky action at a distance” by Einstein,
seems quite troubling; it seems as information is travelling faster than the speed of light when
the measurement is made! Could we harness this quantum-mechanical effect to communicate
superliminally (and therefore - break the laws of special relativity)?

There is no need to fear, as the answer is no, as we will prove this in full generality in the latter
half of this chapter. However, it will be of interest to consider a specific example of a protocol
which does not work, as the reason for its failure is highly interesting. The (non) protocol for
superluminal communication goes as follows:

(Non)-Protocol: Superluminal communication

Objective: Transmit one bit b of information (where b € Zy = {0,1}) from A to B.
Protocol:

1. In advance of the actual communication, the parties share a Bell state |B1;) between
themselves.

2. If b = 0, then A measures their particle of |By;) in the eigenbasis of S, i.e. in
B, ={[1),|4)}. If b =1, then A measures their particle of |Bj;) in the eigenbasis of
Sy, ie. in By = {|—),[|+)}.

3. Party B copies their state a large number of times, i.e.:

n—=mMememse...

1)

=) = |2) Q=2 |—)®...

) = ) [«)Q ) ®...

4. B identifies the state received in the transmission, through the measurement of the
multiple copies (doing a large number of measurements in the S, and S, eigenbases,
until they are confident that the state transmitted is one of |1) /|}) or |=) /[«)). If
the state received was |1) or |]), B outputs b = 0. If the state received was |[«) or
|—), B outputs b = 1.

Where does this protocol fail? The first and second steps are fine; there is no problem with creating
a Bell state, then taking them far apart from each other, and measuring one of the two spins in a
particular basis. The fourth step is also fine; if we are given a large number of identical states, by

18
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doing a sufficiently large number of measurements (in different bases), we can be confident about
the state that we have (and hence obtain the correct output). The failure of the protocol comes
in step 3 - namely, unknown quantum states cannot be copied. This is known as the No-cloning
theorem, which is simple to prove but has profound implications.

Theorem: No-cloning

Let [1)) € Hq be an unknown quantum state, and let |[0) € Hy be a fixed known quantum
Stateﬂ Then, the copying (cloning) operation C' defined by:

C:[9)®0) = [¥) @), V[Y)eHq (32)

cannot be realized in quatnum mechanics.

“Note: |0) is not the null ket

The proof of the above theorem rests on the linearity of quantum mechanics.

Lemma: Linearity of quantum mechanics

Unitary evolution according to the Schrodinger equation:

0
tho, [¥(8)) = H [¢(2) (33)
is linear; that is, if |¢1(¢)) and |¢2(t)) solve Eq. (33), then:

%ap(t)) = alth1(t)) + blea(?)) (34)

is also a solution to Eq. (33). In addition, measurement according to the Dirac projection
postulate is linear up to normalization:

Ii(a |1 (2)) + b ¢2(t))) = all; |1h1(2)) + bIL; |¢ha(2)) - (35)

Proof. Plugging in |tq5(t)) in to the LHS of Eq. (33)), we find:
L0 .0
i ap(t)) = i (@ 1(0) + b lya(0)

= aif S (1)) + b (1)
= aH |11(t)) + bH [t2(1))
= H(a |y1(t)) + blea(t)))
= H [1pa(1))
where in the second equality we use the linearity of the derivative, in the third equality we use

that [11(t)),|12(t)) are individually solutions to Eq. (33), and in the fourth equality we use the
linearity of the Hamiltonian operator H. We have thus shown that [, (t)) is also a solution to

Eq. (33).

Next, the Dirac projection postulate tells us that:

) — I1; )

I 9) (87)
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So neglecting the normalization factor:

1) —oc 1L [1) (38)

Therefore since projectors are linear:

me) — oc II; |wa,b>
= all; [th1) + BIL; |¢)2)

which proves the claim. ]
Having made this observation about linearity, we can proceed to the proof of the no-cloning theorem.

Proof. Assume for the sake of contradiction that C exists. We have |0) € H,4 the fixed/reference
quantum state, and let |1) € H4 be some state orthogonal to |0). By assumption, C' clones |0) and
1), so:

C(10) @ 10)) o< |0) @ |0)

(40)
C(1) ®0)) oc [1) @ [1)
furthermore, defining |+) = |0>\J}2|1)’ C should also clone this state:
0)®[0)+0)®|1)+1)®|0) + 1) ® |1

2

However, since C' is some quantum-mechanical operation, it must be linear (as we have shown that
evolution in quantum mechanics is linear in general). Therefore:

1
C(l+) ®10)) = —=[C(|0) @ [0)) + C(|1) ®[0))]
V2
b
- “ 0 v
V2 V2
where in the second equality we invoke Eq. , and a, b are the proportionality constants. How-

ever, the results in Eqgs. , are not equal (or proportional); contradiction. Therefore C
cannot exist. O

(42)

) ©10) + —= 1) @ 1)

Note that the No-cloning theorem does not forbid cloning in a fixed basis - try for example con-
structing a quantum mechanical protocol that can clone 1), |]) states. What it does forbid is the
cloning of arbitrary states, i.e. cloning in an arbitrary basis; this is where the linearity in the above
proof kicks in to derive a contradiction. We leave the reader to ponder why the existence of classical
copying machines is not in contradiction with the No-cloning theorem.

2.6 Superdense Coding and Quantum Teleportation

Now that we’ve looked at a non-application of entanglement, let’s start to study some actual
applications!

To set up our discussion; we introduce the notion of a quantum bit, or qubit, which generalizes
the notion of a classical bit to a quantum setting. A bit is the fundamental unit of information
classically, taking on one of two states, 0 or 1. A qubit as the quantum-mechanical fundamental
unit of information can take on any complex superposition of the 0 and 1 states:

) = al0) + B [1). (43)
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|0),]1) are orthogonal basis states (like the classical bit) that span the Hilbert space H = C? that
the qubit lives in. So really when we have been discussing spin-1/2 systems we have been talking
about qubits all along! We have done nothing really more than re-label |1) with |0) and |]) with
[1).

What is different compared to the classical setting is that qubits can be in superposition states, and
they can be entangled with each other (if we have multiple of them). We now ask - what can we do
with qubits? This question in generality is still a research field, with quantum algorithms being a
exciting research area (some examples of which we will discuss later in this chapter). But to begin,
maybe let’s start with a slightly easier question; what is a qubit worth, relative to a classical bit?
As we have discussed before, to specify a qubit state, we have two complex coefficients «, 3, but
with the normalization constraint (p|)) = 1 = |a|* 4+ |8]> = 1 and the irrelevance of global
phase [¢) ~ €'? |[¢)) a single qubit state is uniquely specified by two real numbers. To specify a real
number, we require an infinite number of bits, so is the answer that a qubit is worth an infinite
number of classical bits?

Well no, not quite; although a general qubit state is in fact specified by two real numbers, when we
measure the qubit in some basis, we only ascertain one of two outcomes - in other words, we can
only measure one bit worth of information from a qubit. So, is the answer that a qubit is worth
exactly one classical bit?

0)

1)

Figure 2: When we measure a qubit in the S, eigenbasis (in quantum information lingo, called the
computational basis) of {|0),|1)}, we only find one of two outcomes, and the post measurement-
state is one of |0),]1) - one of two states, just like the classical bit (this is true regardless of what
single-qubit measurement basis we choose; the possible post-measurement states will be some two
antipodal points on the Bloch sphere).

The answer to this question is illuminated by the discussion of our first (real!) quantum protocol -
known as superdense coding. We will see in this protocol that it is possible to encode two classical
bits in a single qubit; provided we make use of entanglement.

To discuss this protocol, we introduce the Bell basis - we have discussed the Bell state | B11) already,
but in fact there are four Bell states, which form a orthonormal basis (check!) for the Hilbert space
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of two qubits H = C? ® C?:

0)@0) + 1) ©1)

| Boo) = NG
By = 0) ®|0) —[1) @ 1)
v (44)
Byo) = 0) ® 1) +[1) ®|0)
10) = 7

V2

Recalling that o, = [0)0| —|1)X1| and o, = |0)(1|+|1)0|, we make the observation that the 01/10/11
Bell states are related to the 00 Bell state via the application of Paulis on the first qubit:

|Bo1) = 021 |Boo)
|B1o) = 04,1 |Boo) (45)

|Bll> = 02,10z,1 |Boo>

Which we may summarize with the relation:

| Bab) = (021)"(02,1)" | Boo) - (46)
Note that we could very well have applied the Paulis to the second qubit, i.e.:

| Bab) = (02,2)"(02,2)" | Boo) - (47)

Although we will not need it for the superdense coding protocol (we will need it for the following
teleportation protocol), it will be useful to note one more property of |Byo), namely that it is the
+1 eigenvalue of 0, ® 0, and o, ® o, (check!):

0, Q0 ‘BOO> = ‘BOO>

(48)
0z ® 04 |Boo) = |Boo)

Physically, this means that S, and S, measurements on the two qubits of |By) are perfectly
correlated. It is also worth noting that |Bgg) is uniquely specified by the property that it is so-
called stabilized by 0,®0, and 0, ®0c, - this is probably the first time you have seen states described
in this manner, but if you go on to do more courses/research in quantum information theory (and in
particular quantum error correction) you will see this method of specifying states (via the operators
they are stabilized by) come up time and time again through the stabilizer formalism.

With this, we now have all the tools available to understand the superdense coding protocol, which
we now lay out here.
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Protocol: Superdense coding

Objective: Transmit two bits of information a, b from A to B.
Protocol:

1. In advance of the actual communication, the parties share a bell state |Byy) between
themselves.

2. Sender A applies (0,)%(0,)® to their qubit, encoding (a,b) € Zg x Zs.
3. A sends their qubit to B.

4. B measures their qubit in the Bell basid’] Depending on the outcome, they recover
a,b.

“Formally, they can measure some observable O = Xoo|Boo)XBoo| + Mo1 |Boi)Boi| + Aio|Bio)XBio| +
A11 |B11)XBii|, and since the state they have is one of the four Bell states, depending on which outcome
Aap they measure they can recover the two bits a, b.

So given the above protocol, is the answer that one qubit is worth two classical bits? The answer is
not so clear cut - we would not have been able to transmit two bits of information had we only sent
over an unentangled qubit. Indeed, the entanglement here played a role, and in communicating the
two bits of information, we have used up one bit of entanglement.

Let us also discuss the counterpart to the superdense coding protocol - namely, the quantum tele-
portation protocol. In superdense coding, we wanted to communicate two bits worth of information
and so we physically sent a qubit; in the teleportion protocol things are reversed; we will commu-
nicate/teleport a qubit state, and in order to do so physically send two classical bits worth of
information. The protocol is as follows.

Bell measurement

|¥)

Outcome (a, b)

R R | e

Figure 3: Graphical depiction of the quantum teleportation protocol.
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Protocol: Quantum Teleportation

Objective: Transmit a qubit state [¢)) € C? from A to B.
Protocol:

1. In advance of the actual communication, the parties share a bell state |Byy) between
themselves.

2. A prepares the state |¢)) she wants to transmit (she now has two qubits; one from the
shared Bell pair, and one for |¢))).

3. A performs a measurement in the Bell basis on their two qubits, and obtains the two-bit
outcome (a,b).

4. A transmits the two-bit measurement outcome (a,b) to B.

5. B applies the correction operator oq, = (0,)%(0,)? to their qubit. The resulting state
of B’s qubit is [¢)).

Proof of Correctness. Let 1)) = «|0) 4+ 5 |1) be the state that A wants to transmit to B. Let us
label this qubit as qubit 1, A’s half of the Bell pair as qubit 2, and B’s half of the Bell pair as qubit
3. The initial state is then |¢); ® |Boo)ys. Now, we consider the action of the Bell measurement
(with outcome (a,b)) on Alice’s two qubits. Up to normalization, this has the effect of applying
the projector:

Hap,12 @ 13 = [Bap)(Bapl1o @ I3 (49)
onto the state. Using Eq. , we can write:
1 Bap) iy = (02,0)"(02.6)" | Boo)s; (50)
and so we can rewrite the projector as:
12 ® Is = | Bap)XBoola (02,2)*(02,2)" ® I3 (51)

So applying this to the initial state, we find:
M2 @ I3 ([9), @ [ Boobga) = (1BaskBoolys (02.2)"(0:2)" & Ts) ([0}, + B[1)1) @ | Boo)ss)
= (1B Boohy @) (@10}, + B11),) © (022)"(0-2)" © I5) [ Boo) )
(52)
Now using that |Boo) is stabilized by o, ® ¢, and 0, ® 0, (Equation (48))) we can write:
1Boo)gs = (022 ® 02.3)" [ Boo)yy = (022 ® 02.3)" (022 @ 02,3)" | Boo)ay (53)

And now using that o2 =T for each of the Pauli matrices:

((02,2)"(022)" @ I3) | Boo)gy = ((02,2)"(022)" @ I3) (022 ® 02.3)° (02 ® 023)" [ Boo) oy
(02,2)" ®13)((022)* ® 023)" (022 ® 02.3)" | Boo)as
(022) @T3) (12 ® 0, 3)% (002 @ 013)" | Boo) o3

= (
(
(
= (I2 ®0,3)"((02,2)* @ 72.3)" | Boo)os
= (I2
I

®0.3) (I ® 04.3)° | B0o) 93
® (02,3)"(02,3)" | Boo)as
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So then Eq. becomes:

Hap,12 @ I3 (|1); @ [Boo)gs)
= (02,3)"(02,3)" (| Bab)Bool1o @ Is) (|¥); @ |Boo)as)

_ (0273)1;(%73)(; (‘Bab><00112\‘/"§|3ab><11‘12 ® Hg) (0‘ 000) 53 + B \100)123\—/1-5(1 011) 153 + 8 |111>123>

(|Bab)12) @ (@ |0)3 + B 1)3)
3 (020)" [0)5)

= (Uz,?))b(am,i%)

1
2
= 2 1Bz ® (o,

(55)

So indeed we have teleported [¢) to the third (B’s) qubit, up to applying a correction operator of
Oab = (01,3)a(0'z,3)b-

O
Note that although the name might suggest some kind of superluminal communication, the telepor-
tation protocol is fully consistent with special relativity - in order to recover the correct state |¢) at
the end, A must transmit to B the two-bit measurement outcome of the Bell basis measurement;
this communication cannot exceed light speed.
A tangent to conclude this section that is certainly beyond the scope of this lecture but never-
theless interesting; a variant of the teleportation protocol (half-teleportation) forms the backbone
of measurement-based quantum computation, where a computation is carried out solely via a se-
quence of local (adaptive) measurements on an initial resource state. You can read more about it
here, among other places.

3 Manifolds

3.1 Metric Spaces

We begin by attempting to motivate the definition of a sort of abstract space, called a “metric
space” which will later prove important to our definition of a manifold. For the sake of motivating
this definition, begin by recalling the definition of a continuous function on R:

Definition 3.1 (Continuity on R). Let f : R — R be some function, and let = € R. We say that
f is continuous at x if, for all € > 0, there exists some 0 > 0 such that for ally € R, |z —y| < o

implies | f(x) — f(y)| <e.

Observe, in particular, that a huge majority of the structure of R is entirely irrelevant to this
definition. In particular, the only part of the structure of R which we really required to make this
definition was the function d(z,y) = |x — y|, which gives us a way of talking about the distance
between two points in R. Based on this observation, we may begin to suspect that we may be able
to define continuity on a much broader class of spaces, namely those which have some coherent
notion of distance. This rough idea of a “coherent notion of distance” is central to the definition
of a metric space:

Definition 3.2 (Metric Space). A metric space (X, d) is a set X along with a functiond: X — R
(this function is sometimes called a metric, but in the context of manifolds this terminology becomes
somewhat confounding, so we avoid it) satisfying the following properties for all x,y,z € X:

o d(z,y) >0, with d(xz,y) =0 if and only if x =y
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e d(z,y) = d(y, )
o d(z,z) <d(z,y)+d(y,z2).

These properties are called positive-definiteness, symmetry, and the triangle inequality, respectively.
We will sometimes speak of “the metric space X7 if confusion about d is unlikely to arise, or if d
is irrelevant.

While the importance of positive-definiteness and symmetry in the above definition are hopefully
fairly clear in their importance to a sensible definition of distance, the importance of the triangle
inequality is perhaps somewhat less obvious. The general idea of the triangle inequality is that
metric spaces ought to satisfy the classical Euclidean notion that the shortest distance between two
points is a straight line. In other words, it should always be shorter to go directly from z to z than
to take a detour through y along the way. If theorems happen to motivate you more than intuition
does, the triangle inequality is also necessary for continuous functions (as we will shortly define
between metric spaces) to have their usual closure properties, namely that the sums and products
of continuous functions are continuous. With the definition of a metric space under our belt, we
can proceed to providing a definition of continuity for functions between metric spaces:

Definition 3.3 (Continuity). Let (X,dx) and (Y,dy) be metric spaces, let f : X — Y be some
function, and let x € X. We say that f is continuous at x if, for all € > 0, there exists some § > 0
such that for all y € X, dx(z,y) < 0 implies dy (f(x), f(y)) < €.

Observe that this definition is nearly identical to our previous definition of continuity, just with the
distance between two points in R replaced with the appropriate distance function for our metric
space. Essentially all of the usual theorems about continuous functions on R carry over wholesale
with similar minor modifications, so we skip over this process of porting over theorems, although
they may be a good exercise for increasing your comfort in reasoning about metric spaces. Finally,
aside from continuity, there is a property of subsets of metric spaces which we will make heavy use
of, so we define it here:

Definition 3.4 (Open Set). Let (X,d) be a metric space, and let U C X. U is called open if, for
all x € U, there exists some € > 0 such that d(x,y) < € implies y € U.

3.2 Topological Manifolds & Smooth Manifolds

As shown in the previous section, the definition of a metric space allowed us to hugely broaden
the class of spaces upon which we have a notion of continuity. We might then hope that we can
similarly extend all of our constructions in calculus, such as differentiability, to metric spaces in a
similar manner. Unfortunately, such a project will fail. A brief examination of the definition of
differentiability of a function on R (or, for that matter R™) reveals that the definition of differentia-
bility depends in a much more integral way on the particular structure of R than did the definition
of continuity. As such, if we wish to extend the notion of differentiability to a broader class of
spaces, it proves necessary to impose more structure on metric spaces. The critical observation
turns out to be that for a space to admit a coherent notion of differentiability, it is necessary that
our spaces be “locally Euclidean” in some sense. Making this notion of a locally Euclidean metric
space precise will require one important preliminary definition:

Definition 3.5 (Homeomorphism). Let X and Y be metric spaces. f: X — Y is called a homeo-
morphism if f is invertible, f is continuous, and f~' is continuous. If there exists a homeomorphism
between X and Y, then they are called homeomorphic.
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This idea of homeomorphism is important in that it allows us to speak of two spaces being the
same up to some kind of well-behaved deformation. Consider the Earth as an example. Globally
speaking, the earth is a sphere, which is not homeomorphic to R?, so we can claim that, as metric
spaces, the surface of the Earth is somehow fundamentally different from a plane (in that they
are not homeomorphic). That being said, a local patch of the Earth in your immediate vicinity
certainly appears flat. While this patch of Earth around you is almost not completely without
curvature (indeed, some long bridges must account for the local curvature of the Earth or risk
being off in their measurements by several centimetres or even metres), it is still very much like R2.
In particular, it is homeomorphic to R?. This property of being locally homeomorphic to R” is so
important that we make the following definition:

Definition 3.6 (Topological Manifold). Let X be a metric space. X is called an n-dimensional
topological manifold if, for all z € X, there exists some open set U C X such that x € U and such
that U is homeomorphic to R™. If ¢ : U — R" is the homeomorphism in question, then (U, ) is
called a chart. A collection of charts covering M 1is called an atlas.

With the definition of a topological manifold complete, let us see if we can come up with a definition
of differentiability for functions between topological manifolds. For the sake of simplicity going
forward, we will concern ourselves with smooth functions, which is to say those which are infinitely
differentiable, rather than simply differentiable functions. It is still perfectly acceptable to talk
about functions which are differentiable some finite number of times, but it introduces a lot more
complexity for very little benefit. With a definition of a topological manifold, we define smoothness
as follows:

Definition 3.7 (Smoothness?). Let M and N be m- and n-dimensional topological manifolds,
respectively, let f : M — N be a function, and let (U,p) and (V,1) be charts on M and N
respectively such that f(U) C V. We say that f is smooth on U if the function pofop=t : R™ — R"
18 smooth.

This definition of smoothness seems good, but unfortunately it comes with a major caveat. We want
our notion of smoothness to be independent of our choice of local coordinates for our topological
manifold, because smoothness should simply be a property of the function, which is independent of
a particular choice of coordinates. Suppose that, in the above definition, (U, @) is another chart on
M such that f(ﬁ) CV,and UNU # @. If we wish to know whether or not f is smooth on UNU,
there are two ways that we could attempt to answer this question. We could ask if ¢ o f o ¢! is
smooth, but we could just as well ask if 1) o f o ™! is smooth. For this definition of smoothness to
be coherent, we would need to know that o f o ™! is smooth if and only if 1) o f o 3! is smooth,
but a topological manifold does not have enough structure for us to make this guarantee. Observe,
however, that Yo fop ™l =v¢ofog lo(gop Handypofop ™t =1ofopto(popt). With
this in mind, we make a new definition:

Definition 3.8 (Smooth Compatibility). Let M be an n-dimensional topological manifold, and let
(U, ) and (U, $) be charts on M such that UNU # @&. The charts are called smoothly compatible
if the transition functions ¢ o p~! : (UNU) = GUNU) and po ' : g(UNU) = U NU)
are both smooth. An atlas composed of charts which are all pairwise smoothly compatible is called
a smooth atlas.

Armed with this definition, we can amend our previous attempt at defining smooth functions
between topological manifolds. In particular, we observe that topological manifolds do not quite
have enough structure to define smoothness in a coherent way, so it is necessary to introduce a new
definition encoding the additional structure which we require:
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Definition 3.9 (Smooth Manifold). An n-dimensional smooth manifold (M,.e) is composed of
an n-dimensional topological manifold M along with a smooth atlas o/ on M. When < is clear
from context or irrelevant, we will sometimes refer to just M as a smooth manifold.

From this point on in the notes, when we refer simply to a “manifold”, with no qualifiers, it should
always be taken to mean a smooth manifold. Finally, with the definition of a manifold in hand, we
can amend our previous definition of smoothness:

Definition 3.10 (Smoothness). Let M and N be m- and n-dimensional manifolds, respectively,
let f: M — N be a function, and let (U, ) and (V,1) be charts on M and N respectively such
that f(U) C V. We say that f is smooth on U if the function 1o f o o=t : R™ — R™ is smooth.

Notation 3.11. We will denote the set of all smooth functions from a manifold M to R by C*°(M).
The set of all smooth functions from R™ to R will usually just be denoted C*°, unless confusion
about n 1s likely to arise.

3.3 Tangent Spaces

Having defined manifolds, we are now able to talk about what it means for a function between
manifolds to be smooth. Despite this, we do not immediately have a way of saying what it means
to compute the derivative of a function on a manifold. To this end, we define an analogue of the
directional derivative on arbitrary manifolds:

Definition 3.12 (Derivation). Let M be a manifold, and let p € M. A derivation at p is a function
v:C®(M) — R satisfying the following properties for all f,g € C*°(M) and a,b € R:

e v(af +bg) = av(f) + bv(g)

e v(fg) = f(p)v(g) + 9(p)o(f)-
The properties are called linearity and the Leibniz rule, respectively.
From which a new definition immediately follows:

Definition 3.13 (Tangent Space). Let M be a manifold, and let p € M. The tangent space of
M at p is the set of all derivations at p, which we denote T,M. The tangent space has a natural
vector space structure once the identification (av + bu)(f) = av(f) + bu(f) for all v,u € TyM and
a,beR.

One way of thinking about the tangent space is, as the name suggests, as the vector space composed
of all vectors which are tangent to M at some fixed point p. The behaviour of our derivations then
corresponds to taking the directional derivative of functions in the direction of these tangent vectors.
While this definition of the tangent space is entirely usable, for practical purposes it is valuable
to be able to express elements of the tangent space in terms of local coordinates on the manifold.
Functions on M are, naturally, usually written in terms of some kind of local coordinates, so for
the sake of actually computing the result of applying a derivation to a function it is valuable to
have a means of expressing derivations in local coordinates as well. In particular, let M be some n-
dimensional manifold, let (U, ¢) be some chart on M, and let p be some point in the chart. Suppose
that ¢ = (z%,...,2™), so that the 2' : M — R are the component functions of ¢. This choice of
coordinates induces a natural basis on 7}, M, called the coordinate basis, whose elements are denoted
a/ axl‘p yer., 0/0x" - Observe that the tangent space at any point of an n-dimensional manifold
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is then an n-dimensional vector space. The action of the elements of the coordinate basis on some
f € C°(M) is then defined by

0 B 8(fog‘0*1)

Oz’ P »(p)

where €’ is the i-th coordinate in R”. One way of visualizing this is as ¢ ~! mapping the axes in

R™ to so-called coordinate curves in M. The action of 9/ 8$‘i‘p then corresponds to taking the
derivative of f along the i-th coordinate curve.

Notation 3.14. When confusion about the precise local coordinates in question is unlikely to arise,
or if the coordinates are irrelevant, we will generally write 8i|p instead of 8/8xi‘p for brevity.

If v € T,M, then we can write v in terms of the coordinate basis. In particular, suppose that
v=>a 9il,,- If we observe that

0(a? 0 p7")

ail,, (27) = D

»(p)
el
Oet

_ 5
=,

»(p)

then it immediately follows that
v(al) =) a 8if, (a7)
= Z aiég

so we have a’ = v(z"), and the expression for v in local coordinates is simply v = >, v(z?) &;|

>
Notation 3.15 (Einstein Summation Convention). When an index is repeated in some expression,
once in subscript and once in superscript, summation over all values of that index is implied. For the
previously computed expression for v in terms of local coordinates, for instance, we could suppress
the summation sign, and rather than writing v = Y. v(z?) dil,, simply write v = v(z?) il,,, with
summation over i being implied by the Einstein summation convention.

We have now defined taking directional derivatives of functions in C*°(M ), but the question remains
of what it means to take the derivative of some smooth function F' : M — N, where N is some
arbitrary manifold. This question leads us to the final definition in this section:

Definition 3.16 (Differential Map). Let M and N be manifolds, let p € M, and let F : M — N
be a smooth function. The differential of F' at p is the function dFy, : TyM — Tpy N defined by

(dFp(0))(f) = v(f o F).

We conclude by examining the form which the differential map takes on in coordinates. Suppose
that we fix some charts (U, ) and (V,4) on M and N respectively, such that p € U and F(p) € V.
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Suppose further that ¢ = (z!,...,2™) and ¥ = (y*,...,y"), then if v € T,M and f € C>(N), by

definition we have
o
P

)

(AR, ()(f) = (de <v<aﬂ‘> 2

= (v(xl) 8?02'

= v(z") ;i’i p(fOF)
O(foFop!
= v(z") (faeig)) o(p)
— U(iUZ) o e v ‘;ZO = (p_l) ©(p)
0o Fop /| O(f oy
— () 2 del i 1), #(p) (fa;) VER)
. oFop )
= v(x") ol gei ¢ ) o(0) ;ZJ F(p) )

where (1o F o ¢~ 1)J denotes the j-th component function of ¢ o F o ¢~!. We then conclude that
the differential map of F' at p is given in coordinates by

0 L O(poFopl)
dF, (v(a:’) B ) = v(z") ¥ e o)
P

Observe that, with dF}, being a linear map, this takes on the form of matrix multiplication. In
particular, the partial derivatives 9(¢ o F o o ~1)7 /0e’ ‘(p(p) are the elements of the matrix represen-

9
oyl

F(p)

©(p)

tation of dF), in terms of the selected coordinates on M and NN. This matrix representation of dF),
is usually called the Jacobian matrix (or just the Jacobian) of F.

3.4 Tangent Bundles

Before we are able to turn to applying the theory of manifolds to Lagrangian mechanics, we require
one final theoretical notion: the tangent bundle. As defined in the previous section, at any given
point p on an n-dimensional manifold M, we have an n-dimensional vector space T, M composed of
all of the derivations at p. One issue with this definition is that, at least a priori, we have a massive
number of tangent spaces at every point on our manifold, and no way to discuss all of the tangent
spaces on a manifold as being part of a larger entity. To this end, we define the tangent bundle,
which for the purposes of this lecture may be thought of as effectively being a bookkeeping tool.

Definition 3.17 (Tangent Bundle). Let M be a manifold, then the tangent bundle of M, denoted
TM is the set defined by
™ = ] (p,v).

peEM
veT, M

A central reason for theoretical interest in the tangent bundle is the fact that the tangent bundle of
a manifold is, once equipped with a smooth atlas in an appropriate manner, a manifold in its own
right. For our purposes, however, this is largely unimportant, and we will treat tangent bundles as
simple bookkeeping tools.
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3.5 Lagrangian Mechanics on Manifolds

Having defined and examined many of the central concepts in the theory of manifolds, we turn finally
to an application of differential geometry to physics: Lagrangian mechanics on manifolds. While
this topic is perhaps less famous as an application of differential geometry than, say, Hamiltonian
mechanics or general relativity, each of these applications require the development of substantially
more differential geometry (in particular, core to the study of Hamiltonian mechanics is the idea of a
symplectic manifold, and symplectomorphisms between symplectic manifolds, and core to the study
of general relativity is the idea of a Riemannian manifold). As such, we examine an application of
the theory of manifolds to a problem in Lagrangian mechanics, namely that of a bead on a helical
wire.

We begin by defining a helical wire of radius R and pitch k, which we take to be a subset of R3
defined by M = {(Rcos(6), Rsin(f),k0/27) € R? : # € R}. This naturally defines a smooth atlas
for M consisting of the single smooth map ¢ : R — M defined by

R cos(6)
©(f) = | Rsin(0)
k0 /2x

With this map in hand, we may now compute its differential, which is given in coordinates, by the
formula presented previously, by the Jacobian matrix

—Rsin(6)
de(f) = | Rcos(9) |,
k/2m

which is a map of the form dy : TR — T'M. Given these, we proceed to define two functions, called
the kinetic energy and the potential energy. We begin with the potential energy, which is a map
U : M — R. In this case, we take U to be defined in coordinates by U(#) = mgk6 /27, which you
may recognize as corresponding to the potential energy of a bead with mass m threaded onto the
rod, under the influence of gravity. The definition of the kinetic energy is somewhat more subtle,
as it relies on the existence of a function called a metric on M. Defining metrics in full detail would
take more time than we have available, so I will commit here what I hope is the first and only
instance of hand-waving in this lecture. There is a standard metric on R3, called the Euclidean
metric which is a function ggs : TR? x TR3 — R, defined by ggs(9;,d;) = &;;. This defines ggs
on all of TR? x TR3, as metrics are necessarily linear in both of their arguments. I claim that
using this metric I may obtain an expression in coordinates for a corresponding metric on M. In
particular, I claim that the coordinate representation of gps, the metric on M, is given by
k2
gr(01,01) = gps(dp(61),dp(h)) = R + ypR

Using this metric on M, we may define the kinetic energy, which is a function T': TM — R defined
by

1
17(0;) = 57719(31',@‘)-
In particular, on M, the kinetic energy is given, in coordinates, by

1 1 5 KN o
T(v) = §mgM(v,v) =5m R” 4+ 2 6.
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Having defined the potential and kinetic energies, we may compute the Lagrangian as usual, which
yields a function £ : TM — R defined by

1 k2 - mgk6
L(0,0) =T(v) = U(6) = 5m (}22 + W) 6% — o

We may now apply the usual Euler-Lagrange equations, which, in this case, tells us that

2 ..
daﬁ—m<R2+ k >9: mgk 0L

dt 96 4z 2 90

Rearranging this yields a straightforward expression for 0, namely

Go__ 9k
2rR? 4+ k2 /27

which is indeed the correct equation of motion for a bead of mass m on a helical wire of radius R
and pitch k, subject to the force of gravity.

4 4-Vectors and Similar Objects

4.1 Tensors as Multilinear Maps

The view of tensors used in quantum mechanics is fairly unique in physics. In both classical and
relativistic mechanics, you’re more likely to see the following definition.

Definition 4.1. Let V' be a vector space over R. A (k,f)-Tensor T is a map T : VP x vVt S R
which is multilinear (i.e. linear in each argument).

A (0, ¢)-tensor is often called a covariant ¢-tensor, and a (k,0)-tensor a contravariant k-tensor. The
correspondence here to our original definition is not totally immediate, but with a bit of work we
can tease it out. First, we’ll look at the tensor product in this context.

Definition 4.2. Let V be a vector space over R, T a (k,{)-Tensor and S a (k',¢)-Tensor. Then
tensor product T ®@ S of these two maps is the multilinear (k + k', + ¢')-Tensor defined in the
following manner (where we use’ to indicated dual vectors)

(T@S)(l_f&,...,%+k/,ﬁ1,...,ﬁ@+g/) =T(vy,... ,17];,&1,.. .,’L_[k)S(l_}z+1,... ,17];+k/,7jg+1,... ,Uprpr)

One can check that this is, in fact, multilinear, and using it we can start to build up our correspon-
dence with the quantum mechanical view of the tensor product. Let V be an n-dimensional vector
space over R, with basis {u1,...,u,}. We'll take it as given (this was covered last term), that this
corresponds to a dual basis {a}, ..., u,} for V’ with the following property

iy (it;) = 0y

Let T be a contravariant 1-tensor. This is just a linear map from V' — R, which can be written as
(for some a; € R

n n

T( zn: biﬁi) = zn: bia; = Zn: il ( Z bﬂj) = ( Zn: aiﬁg) ( Z bﬂj)
i=1 i=1 i=1 i=1

=1 i=1
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So in reality, T = Y 1 ; a;@; is just an element of the dual space! We could use the same trick
to find that covariant 1-tensors are just vectors. Now, let’s look at what happens with the tensor
product. In particular, we’ll focus on the tensor product of a covariant and contravariant 1-tensor
(T and S), but these ideas will generalize without issues. We know that

where the tensor product written here is that from the quantum mechanics section. Now, let’s
notice that for any a € R

a(@ @ &) (0@ V) = ((att) @ F) (0 @ v

and that if 1 =b+ ¢

-,

(@@ Wev) =@ e7)(deb)+ (@ @) (W)

with a similar result happening when splitting up «’. That is, the pair @', ¥ actually meets all the
axioms for a tensor product, so our map T'® S can be viewed as a vector in V' ® V. We can then
extend this idea, noting that we get a similar result with 2 covariant/contravariant 1-tensors and
that the tensor product is commutative and associative to get that (k,¢)-Tensors can be viewed as
elements of ®f:1V/ ®f:1 V. The reason we prefer to look at tensors as multilinear maps in classical
mechanics and general relativity is simply because this is the only form in which they show up,
so it makes sense to avoid any abstract algebra entirely and work only in linear algebra by using

multilinear maps.

4.2 Products

When dealing with vector spaces, there are a variety of products between vectors that we are
concerned about. In physics, we often learn about two of these products very well, which we so
fondly refer to as the dot product (or scalar product) and the cross product (or vector
product). There are of course other types of products, such as the wedge product, but here
we are only concerned with two general types of products, the inner product and the outer
product. These are products that we have seen and used before but we may not yet have given a
name to the procedure. As such, let us look at this more in depth.

To begin this exploration, we can begin by looking at vectors and vector spaces. For a vector space
where each element of the vector a € R, the inner product of two vectors is often thought of as
the dot product. That is, if I have two column vectors & € R™ and i € R", then the inner product
is found to be:

x1 1
o T2 Y2 P
<x|y>=< ik >=xT'y=zxiyi
: : i1
Tn Yn

The inner product and by extension the dot product does have some interesting properties as a
result of this. Notably, we have the following:
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(af + bZ|E) = a (F|Z) + b (Z|T)
<6@>=<56 =0
(Z|Z) eR, (Z]Z) =0
(Z)Z)=0if Z=0

where @ denotes the complex conjugate of a. The outer product on the other hand is something a
little more extreme. Once again, starting with two column vectors Z € R™ and i € R”, their outer
product defines some matrix A such that

r1yr T1y2 - TilYn

T2Yyir T2Y2 - XY
Toj=3" =A=| " : !

ImYlr TmlY2 - TmlYn

Note that while the inner product requires & and ¥ to be the same length (dimension), the outer
product is applicable to vectors of different dimensions.

This conception extends into quantum mechanics as well. The inner product between two states is
well defined and for two particular states |11) and |¢2), we represent the inner product as follows

(Y1 |¢2)

which should be a familiar quantity to us. Note that this satisfies all the above properties of the
inner product. The outer product is also well defined as an operator is this case of the following
form:

|91 ) (2

which has some uses, particularly when projecting onto a specific basis.
While this may seem a bit of a tangent for now, I assure you that this will be applicable in the
near future.

4.3 Notation

The second big thing I wanted to talk about here is the notation. To be more specific, we will
review Einstein notation. Einstein notation is especially useful for us as taking the time to write out
all possible combination of two vector elements can often be tedious to perform. This notational
style helps to keep things organized and clutter free when working with these vector-like objects.
The first notion of this appears when considering the dot product. Recall that for the dot product,
we can write out the expression as a sum of the product of vector components. That is, if we have
two arbitrary vectors & € R™ and i € R™, then the dot product is expressed as follows.

n
i=1
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However, with Einstein notation, we can write the components of our vectors as x; and y; and
conversely express the dot product with an implied sum as follows:

(ZF|F) =7 - §=2y' = ya" =§-T = (§|7)

I have briefly and accidentally introduced upper and lower indices here, but I kindly ask you to
ignore this for the time being until we get to talking about it in the next paragraph. Regardless, it
is important to note that for each unique index in Einstein notation, there is an implied
sum over all possible values of that index. This additionally means that we may have multiple
different indices to sum over at the same time. For example, the following two expressions are not
equivalent

n
vyt = @y = T1y1 + 2ayz + - + Tnn
=1

n n n
wiy =D > wmiyi=Y (@t mat @)y = (@1 + 32+ 20) (Y1 F Y2+ + Un)
j=1i=1 j=1
since we have one sum in the first and two in the second.
The second important aspect of Einstein notation regards the upper and lower indices that I have
been making use of. To fully understand the indices, we must understand, briefly, the concept of
contravariant versus covariant vectors (and transformation). For the most part, one can ignore
parts of this section if they are more concerned with understanding how to calculate things with
Finstein notation, but an understanding of this may benefit an understanding of the invariant. We
can of course begin by understanding what we mean by contravariant as opposed to covariant. In
the majority of our previous courses, we have often dealt with basis vectors that do not change.
Yet, our choice in basis vectors is not unique and as such, we may be able to transform them. It
should then be obvious that if we change the basis vectors, the vectors also need to be changed to
remain constant.
This is where our new terminology comes into play. A contravariant vector (which belongs
to the vector space in question) transforms inversely with respect to how the basis
vectors transform. Conversely, a covariant vector (which belongs to the dual vector
space) transforms similarly with respect to how the basis vectors transform. This new
terminology may seem a bit strange, but we can introduce an example to help solidify the concepts.
Consider some space in which we have defined some position vector along with some wavenumber
vector. To make this easier, let us suppose that we have also assigned units to our basis vectors
and by extension our position and wavenumber vectors. There is nothing preventing us from doing
this and doing so will make this example somewhat clearer. If we say that our basis vectors are
in meters and then transform them into kilometers by multiplying our original values by 1000, we
would have to equivalently divide our position vector by 1000 to retain the same meaning, which
gives that our position vector is a contravariant vector. Furthermore, we would have to multiply
our wavevector by 1000 to retain the same meaning, which shows that wavevector is a covariant
vector.
The final product of all of this comes down to representation. In the end, when working with
Einstein notation, contravariant vectors are represented as having upper indices while
covariant vectors are represented as having lower indices.
Before we move onto higher-rank objects and how they interact with these vectors, it is important to
know how to convert between a contravariant and a covariant vector. The details of this conversion
would require a deeper dive into the behavior of dual spaces and such which are unfortunately not
covered well in some linear algebra courses. Such a deep dive is a bit unwarranted here so I will
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keep this short. In essence, when working in certain spaces, we have some object known as the
metric tensor which defines distances and angles in our space. In spacetime, our metric tensor is
the Minkowski space metric defined as follows.

0 ifu#v
g =91 ifu=v=0
-1 ifpu=v+#0

The conversion between contravariant and covariant vectors is simply done by applying the metric
tensor onto the covariant and contravariant vectors, respectively.

o v
Uy = GV
o = v, g

Since we have already started talking about it, it only seems natural for us to have a small discussion
regarding tensors and matrices. We will be working with many of these objects although some only
distantly so a deep understanding is not completely necessary. To begin, we can have a discussion
of rank. The rank of a tensor is the number of lower and upper indices that the tensor has. This
is often represented as a tuple. That is a tensor with p upper indices and ¢ lower indices is known

as a (p, q)-tensor.
i17i27"'aip
j17j21-~-,jq

We can also consider the total rank or order of the tensor, in which we say that it is a rank
(p+ q) tensor. Although not particularly accurate, many often describe matrices as rank-2 tensors.
Matrices are, in our case, the more important object for us to work with. A matrix transforms a
vector  into a vector ¥ as

C— ap. A
v]—wZAj

v = Ag w'
It is important to note that matrices are specifically bastardized as (1,1)-tensors, we will often
write them with either two upper or two lower indices. We are mostly only concerned with the
total rank of the matrix rather than the contravariance or the covariance of the matrix. Thus, we
may sometimes write them as

'U] = Aijw’

’Uj = Aij W;
The culmination of Einstein notation finally reveals itself when we can use it to write different
products. I had previously written the inner product in this notation. For arbitrary vectors & and
1/, the inner product is defined as ' '

s =ziy' =y,
the outer product is defined as
Al = AY = Ayj = 2'y; # y'ay,

and we can even define the cross product using the Levi-Civita symbol

— A1 3 ik il ik
(T x 9)" = eypaly” = "eyra’y

where g5, is the Levi-Civita symbol and 5 is the Kronecker delta.
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The last portion of Einstein notation does not have any formal or mathematical backing to it, but
is simply a convention that is typically used to distinguish between certain vectors. Specifically,
in regards to indices, Greek letters are used for indices when dealing with 4-vectors, in which case
these indices can have values of 0, 1, 2, or 3. Conversely, Latin letters are used for indices when
dealing with three vectors, in which case these indices can have values of 1, 2, or 3.

4.4 4-Vectors

It seems like an apt time to return to this, although I should be honest in that I've been quite
torn-up with how to present this section. A natural place to start would be to define what a 4-
vector is and how it differs from a normal Cartesian vector. It is easy to say that the 4-vector is
simply a four dimensional vector. That is, a three dimensional Cartesian vector is one with three
real elements in it. The 4-vector is the same with four elements instead of three, meaning that it
must exist in four-dimensional space rather than three-dimensional space. However, there is a bit
of a caveat to this.

The vectors that we are used to working with in two- and three-dimensions transform under the same
metrics. Recall that the metric tensor is used to convert a contravariant vector into a covariant
vector or vice versa. Thus, the metric tensor for a space is in some way a description of how
the vector transforms. For our standard two- and three-dimensional Cartesian spaces, the metric
tensors, known as the Euclidean metrics, are the same and are extensions of each other.

10 1 00
92D = 0 1l ggp=10 1 0
0 01

4-vectors by extension do not transform by the four-dimensional form of the Euclidean matrix.
Instead, they transform using the Minkowski space metric.

1 0 0 0
0O -1 0 0
9Minkowski = 1 = 0 0 1 0
0 O 0o -1

Note that this metric tensor is not unique and it is also fine to take the negative of this tensor.
However, we will only use this form of the Minkowski metric for our purposes.

Because we must have that our 4-vectors transform in this particular way, we cannot only have four
real elements in our 4-vector. For example, a 4-vector cannot be the combination of temperature
(corrected for units) and the three elements of a position vector, since temperature and position do
not share the same relationship as defined by the Minkowski space metric. By extension, the Dirac
spinors that we use do not transform in this way and are not 4-vectors. They aren’t quite vectors
either and I will devote a portion of this at the end to go a bit more in depth into what spinors are.
It should be explained what it means for a vector to transform in this way. The metric in this
way ensures that, should the contravariant and covariant vectors be transformed, then their inner
product would remain constant. For example, consider some matrix .S that is the scaling matrix,
where if applied to the contravariant vector scales all elements by some set scalar s.

Syt = s

The respectively scaled covariant vector can be found by applying the inverse of the matrix to the

covariant vector
b 1

= — wa
a S

wp (Sil)
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It is clear to see that all three of the metric tensors provided maintains that the inner product of
v® and wy are equal both before and after the scaling.

(Sw| Sv) = wy (S_l)z Sévd = éwasvc = Zw“gacvc = WG’ = (w] v)

While I admit that this should work in every case, as all vectors should be eigenvectors of the
scaling matrix, more complicated transformations, such as shearing, requires specific metrics to
maintain the invariance of the inner product. In terms of our Minkowski metric, the metric tensor
guarantees that the inner product of our 4-vectors are invariant under a Lorentz transformation.
In other words, regardless of what frame the 4-vectors are expressed in, the inner product, using
the Minkowski metric, is the same.

The typical example for a 4-vector is the four-position, which you may recall appears as follows:

20 ct
xl xr
x'u' g g
2
Zz Yy
.’E3 z

where the given representation is in Cartesian coordinates. In the four-position 4-vector, each
element of the vector is a scalar. However, the elements of vectors do not need to be scalar values.
In fact, even before we breach the topic of 4-vectors, there is a commonly used vector that uses
non-scalar elements: the gradient. Recall that the gradient is a vector such that

O
V=19,
0.
where the partials are distinctly operators and not scalars. Thus, it stands that we would be able
to make a 4-vector using partials (or other non-scalar elements) in the same way. It then stands
that the four-derivative, or the four-gradient, is the 4-vector whose elements are the derivatives
with respect to each element of the four-position. In other words

o° 19,
N
wo__ _ T
P=1p| = |-o,
i I )

These two 4-vectors can be used to find a variety of other 4-vectors. For example, the four-velocity
is found by taking the derivative of the four-position with respect to the proper time. In order to
perform this calculation, it is useful to note that dt = v (@) d7, where ¢ is the time of the frame in
which the four-position is taken in, v (@) is the Lorentz factor of a frame moving at a velocity ,
and 7 is the proper time. Then, we express the four-velocity as follows

c c
ot ul U

UV = 0 at = O 5, v (@) o2 v (1) )
u3 Uy

The four-momentum follows from the four-velocity by multiplying the quantity by the rest mass
of the object.

—

v (@) moc

T Y R
7y (1) mouy
7 ()

(

mouy
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Then using the fact that E = ymoc? and p® = ymov?, we can rewrite the four-momentum in more
familiar quantities.

PY E/c
=2 P
P2 Dy
p3 P

Other 4-vectors can be found, such as the four-force, the four-potential, the four-frequency, and so
on, following the same logic and applying our typical classical physics ideas to the manipulation of
4-vectors. Doing so in this message would be tedious and not useful. However, it may be useful to
discuss one final important 4-vector. The Dirac matrices or the gamma matrices are found when
analyzing the Dirac equation for relativistic particles. Using these matrices, the Dirac equation can
be written as

(ih (%00 + 101 + 7202 +4205) —mc) Y =0

It is clear that the individual gamma matrices are then tied to each element of the four-position.
Thus, it would make sense that the four gamma matrices would then form a 4-vector of their own.
To which, we get the following

which may occur from our previous discussion that the elements of the 4-vectors do not have to be
scalars.

4.5 Properties of 4-vectors

It should be noted that even after all of this, the 4-vectors still behave like vector objects. That is,
they still belong to a vector space as must obey the following axioms:

1. Associativity under vector addition
o (ut+ (vM +wt) = (u’ + v*) + wh)
2. Commutativity under vector addition
o (ut 4 vt = vk 4 ut)
3. Existence of identity element of vector addition
o (VM4 0F =0oH)
4. Existence of inverse elements of vector addition
o (vF+ (—vt) =0H)
5. Compatibility of scalar multiplication with field multiplication
o (a(bv*) = (ab)vH)
6. Existence of identity element of scalar multiplication

o (lv* =0oH)
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7. Distributivity of scalar multiplication with respect to vector addition
o (a(ut+ o) = aut + avt)

8. Distributivity of scalar multiplication with respect to field addition
o ((a+0b)ut = au* + but)

As well as other aspects such as not being able to commute with matrices in general. One could
still find matrices through which vectors may be able to commute by converting the vector to
its covariant form, but the process of commutation is not guaranteed. However, one of the most
important properties that we will use is the invariance property. In general, the inner product
of two 4-vectors is simply invariant and does not hold physical meaning. Consider the four-position

for example. The inner product of the four-position, which appears as follows
xyatt = zoz® — mzt — mox? — w32® = A2 — 72

may tell you whether or not the particular spacetime separation is space-like or time-like, but
otherwise does not hold any more specific physical information. There are a number of inner
products that do otherwise contain extra meaning or use. For example, the inner product of the
four-gradient gives another operator which is

aﬂaﬂzc%af—ag—ag—agzc%af—v%m

This operator, denoted as [, is known as the D’Alembertian operator. The four-velocity and the
four-momentum have more physically significant and rather constant invariants. The inner product
of the four-velocity is always the square of the speed of light.

2= (.2 2 2 2 20 (2 2 2 2 2
UpU" =~ (@) (¢ =} =y — u) =+* (@) (* — @) = j(@-w)=c
Meanwhile, the inner product of the four-momentum is always square of the rest mass of the
particle, with correct units of scaling.
P,P" = mdU,U" = m3c?
And can be used to derive the energy relationship with mass and momentum
PPt = E%/c? — §? = mic?

Lastly, we can show that the gamma matrix 4-vector still holds as such an object by looking at the
inner product of the vector:

9t = () = (01 = (%) = (0%)" = o= (1) = (1) = (-1 =4,

And since the identity matrix should not change with the frame, the inner product is indeed Lorentz
invariant.

5 Computational Methods in Physics

Everything in this section is based on the excellent and quite accessible textbook Numerical Methods
for Ordinary Differential Equations : Initial Value Problems by D.F. Griffiths and D.J. Higham.
A PDF copy is available through the UBC library.
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5.1 Introduction and Euler’s Method

From a mathematical perspective, there are generally two steps to any given physics problem. You
first model the problem using some set of equations, then attempt to solve those equations. Where
the physics really occurs is in the first step, but some of the most pressing research questions
actually concern the second. Almost no equations in physics are explicitly solvable, so it’s up to
us to come up with "reasonable” approximations. Of course, this raises many questions, primarily
what ”reasonable” means and how its evaluated. As an example of this, let’s look at the simplest
possible case, beginning with precisely defining the problems of interest.

Definition 5.1. Let x, f be smooth real-valued functions. An ordinary differential equation (ODE)
is one of the form

'(t) = f(t, ) (56)

An initial value problem (IVP) is an ordinary differential equation, along with an initial condition
of the form x(ty) = a, where a € R.

At first glance, this definition seems extremely narrow. It excludes differential equations such as
2" (t) = x(t), ones that are simple to solve and certainly studied in your average ODEs course.
However, as we shall later see, any higher order ODE can be turned into a first order system of
ODEs, therby dodging this issue.

We could of course be in an excellent situation where we can exactly solve for z(t), but the chances
of this are quite low. This is where our numerical methods come in, starting with the simplest
possible approximation.

Definition 5.2. Let
o'(t) = f(t,2)
z(to) =1

be an initial value problem. An Fuler method is an approximation of the solution of this IVP of the
following form. Set xy = n, fo = f(to,z0) and fir some h > 0. For each n € N, define xp,tn, fn
recursively by

Tn+l = Tn + hfy

tny1 =1tn+h

fr1 = f(tns1, Tns1)

Our approximation here is that x(t,) =~ x,, and f(t,,z) = fn.

Stated formally its a little complicated, but this is the basic Euler method you're familiar with.
The reason for this complication is that we’ll re-use this notation over and over to look at future
numerical methods. To characterize how good our approximation is at any given time, we’ll define
the global error (GE) of the approximation by e, = z(t,) — x,. Of course we can’t calculate the
global error; if we could then we would necessarily know the exact solution, so approximating would
be rather silly. Instead, we want to put bounds on this error. Specifically, since ey = 0, we’d like
to describe how this error grows or shrinks depending on our step size h, which intuitively should
control the accuracy of our approximation. To do this, we borrow some notation from the dreaded
computer scientists.

Definition 5.3. Let f be a real-valued function. We say that f € O(aP), where p > 0, if g, C >0
such that |f(t)] < CtP for all t € (0,tp).
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You may notice that this notation is actually reversed from the one used in computer science, but
its for a good reason. While computer scientists care about behaviour for very large numbers, we
instead care about behaviour for very small numbers. Using this, we can finally define what it
means for our approximation method to be some sort of ”baseline” of good.

Definition 5.4. A numerical method converges to the solution x(t) of an IVP at t = t* if, setting
t, = t*, we get that |e,| — 0 as h — 0. It converges at a p-th order if e,, = O(hP).

A method that isn’t convergent is essentially worthless, and all the methods we’ll talk about are
(at least usually) convergent. There’s two important things to note here.

1. Converging at p-th order provides us an idea of how quickly the method converges. The
bigger the value of p > 0, the quicker the convergence is.

2. Numerical methods do not converge or diverge universally, whether they converge is entirely
dependent on the IVP given.

As a basic example of the second point, a numerical method cannot converge for IVPs with no
unique solution. Kuler methods are particularly good in this regard, they converge for any IVP
with a unique solution! Depending on the form of the given ODE, we may also be able to specify the
rate at which methods converge, the conditions on certain parameters in the ODE for convergence,
on what interval of time the method converges, and so on.

5.2 Linear Methods

Euler’s method is quite nice, but of course if it were the end of the story there would be no reason
for me to bother writing these notes. The most natural extension of Euler’s method is something
called a Linear Multistep Method (LMM). The notation can quickly get dense, so we’ll start with
the simples of these methods.

Definition 5.5. A 2-Step LMM 1is a numerical method of the form

Tpyo + 01%ni1 + a2y = h(B2fry2 + B12ns1 + Botn) (57)

Example 5.6. Simpson’s rule (which you should have seen in first year calculus) is a 2-step LMM
wllth a1 = 0,0ZO = —1,52 :BO = %,51 = %

There’s a lot of small details to unpack in this equation, so let’s do so one step at a time.

1. This method needs 2 initial conditions, one at ty and one at t;. To use this on a standard
IVP, the general method is to first approximate the initial conditions at ¢; using the Euler
method, then proceed using the 2-step LMM.

2. If B2 # 0, we run into an issue. This equation is nominally solving for x,, 2, but f,12 depends
on Zn49. This leads to what we call an implicit (rather than explicit) method, x,12, fnt2
must be solved for simultaneously. This brings both advantages and disadvantages, which
we’ll go over later.

When analyzing these methods, we like to use some more advanced tools.

Definition 5.7. The linear difference operator of a 2-step LMM is given by

Lp(x) = z(t+2h) + arx(t + h) + apz(t) — h(B22' (t + 2h) + B12'(t + h) + Box'(t)) (58)
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Note that we’ve switched out f for ' here, just to make the equation a little less messy. Essentially,
this linear operator gives us a measurement of how bad our approximation failed at any given step.
Like the GE, it cannot be computed exactly unless the exact solution was known. Also like our
GE, we want to put a bound on this ”local” error using the step size h.

Definition 5.8. A two-step LMM is said to be consistent of order p > 0 if Ly, (x(t)) = O(hP*L) for
all sufficiently smootH™ functions x.

The nice thing about all these definitions is that they actually generalize quite well to any LMM
method, which we define in general now.

Definition 5.9. For any k € N a k-step LMM is one of the form

k-1 k
Tnk + ) Otng; =h ) Bifss (59)
7=0 7=0

where aj, f; € R.

Again, a method is implicit if B # 0, and explicit otherwise. Let’s take some time to go over
examples of these methods.

Example 5.10. Fuler’s method is a 1-step LMM with ag = —1, 61 = 0,89 = 1. The reverse Euler
method (an implicit variant) is a 1-step LMM with ag = —1,61 = 1, By = 0.

Example 5.11. The Trapezoid rule is a 2-step LMM with a; = 0,0 = —1,82 = o = 1,61 = 0.

Example 5.12. There is a family of explicit LMMs called the Adams-Bashford (AB) methods.

These are of the form
k—1

Tn+k — Tpt+k—1 = h Z 5jfn+j (60)
§=0

where the B; are chosen according to a certain rule which will be explained in the next section. The
first AB method is just the Euler method, the second is

3 1
Tp42 = Tpt1 + h<7fn+1 - 7fn)
2 2
and the third 53 16 5
Tpt3 = Tnt2 + h(ﬁfmz — gl t Efn)
As you can see, these quickly become unruly.

Example 5.13. There is a family of implicit LMMs called the Milne-Simpson methods. These are

of the form
k

Tn+k — Tpt+k—2 = h Z 6jfn+j (61)
7=0

where again the B are chosen according to certain rules explained in the next section. The first of
these is just Simpson’s rule.

Again, it’s good to note that a k-step LMM will need k initial conditions, which we generally get
by using the Euler method on the given initial condition.

™Don’t you dare ask what exactly sufficiently smooth means. You're a physicist, everything is smooth!
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5.3 Convergence, Consistency, and Stability

In this section, we’ll dive more into how we evaluate the quality of LMMs. Perhaps the best feature
of LMMs, besides being (relatively) easy to write down and compute, is how well-characterized its
performance is. Let’s start by defining how we’ll evaluate our methods.

Definition 5.14. A LMM with well—approximateﬂ initial values is called convergent if for all
IVPs with a unique solution x(t) ont € [to,f]

l‘ — * *
Im x(t*), Vt* € [to, ty] (62)
nh=t*—tg

This is essentially a generalization of our condition from the introduction. We can consider this
a characterization of the GE, while consistency is a characterization of what we call the local
truncation error (LTE). Our first result of this section will be focused on relating convergence and
consistency. To do this, we need to start with the following definitions.

Definition 5.15. The first and second characteristic polynomials of a k-step LMM are

k—1
p(r) =1+ ap (63)
§=0

k
a(r)=>_ B (64)
J=0

At first these seem completely random, but they do connect to what we’ve been looking at so far.
Indeed, if we take a look at the linear difference operator for a k-step LMM

k—1 k
Ly (z) = x(t + kh) + Z arx(t + jh) — hz B;z!(t + jh)
=0 =0

we can Taylor expand all the terms with arguments of the form (¢ 4 jh) about ¢ to get

p+1 dj.CL‘
_ Y +2
Lh() _j§:0: Cihi S2 (1) + O(*?)

for any p € N. In this expansion, one can get that Cy = p(1),Cy = p'(1) — o(1), so the character-
istic polynomials actually arise from this expansionff] We can pull another conclusion from this
expansion as well : a LMM is consistent of order p if and only if Cy = C1 = --- = (), = 0. In this
case, we call C,11 the error constant.

Example 5.16. The coefficients for the AB methods outlined in the previous section are chosen
such that they have consistency order k, and the coefficients in the Milne-Simpson methods such
that the maximum possible consistency order is achieved.

Now, back to arcane polynomial definitions.

Definition 5.17. A polynomial satisfies the root condition if all of its root lie on or within the unit
circle in C, with those on the circle having multiplicity 1. A LMM 1is zero-stable (or stable) if its
first characteristic polynomial satisfies the root condition.

I5Tm sure there’s a precise definition of this somewhere

'This may not be an entirely satisfactory explanation for many of you, but it’s the best I can give here.
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You can maybe start to see where we’re going here, there’s two (I'm told quite remarkable) theorems
that relates the stability, consistency, and convergence of a LMM.

Theorem 5.18. A LMM is convergent if and only if it is consistent and stable.
Theorem 5.19. The consistency order p of a stable k-step LMM satisfies
1. p<k+2ifk is even

2. p<k+1ifk is odd

3. p < k if the method is explicit

This gives us our first hint of the benefits of implicit methods : they can be have a higher level
of consistency than explicit ones. The first of these theorems also provides us with a sort of
interpretation of zero-stability : it’s the guarantee that the LTE (local error) propagates in such a
way that the GE (global error) remains small.

We take a break now to travel down a seemingly very silly and specific road, which will turn out
to give a quite important result. In particular here, we’re going to focus on ODEs of the form

/(1) = Az(t) (65)

where A € C has a negative real part. Now of course we know the explicit solution to this, it’s
simply
z(t) = CeM

So why bother at all? Well, this is a useful model system for us to measure how good our approxi-
mations are in the long term, since we know that x — 0 as t — oo. With that being said, we make
the following definition.

Definition 5.20. A LMM is absolutely stable if, when applied to 2/ (t) = Mx(t) of the above for
form a given ”complex” step h = h\, where h > 0, its solution tends to zero as n — oo for any
initial conditions.

Essentially, it needs to perform well no matter what initial conditions its given. Another way of
looking at this (although technically not identical) is that the GE is damped over large time scales.

Definition 5.21. The set of values R in the complex h plane for which a LMM 1is absolutely stable
is called its region of absolute stability. Its region of absolute stability is RN (—o0,0).

With this, we can define a much stronger form of stability.

Definition 5.22. A numerical method is A-stable if its region of stability is the entire left half-
plane.

The following theorem demonstrates just how severe (and strict) this condition is.

Theorem 5.23. 1. There is no A-stable explicit LMM
2. An implicit A-stable LMM cannot have order p > 2

3. The order-two A-stable LMM with the error constant of smallest magnitude is the trapezoid
rule

That’s right, the trapezoid rule was actually the most stable method this entire time. In fact,
A-stable methods seem to generally perform better than all other methods, even on non-linear
problems. This provides further motivation for ever using an implicit method over an explicit
method (despite the computational cost), they come with a large amount of added stability.
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5.4 Systems of ODEs

Definition 5.24. Let Z(t) be a smooth function from R to R™. A system of ODEs is an equation

of the form
du
_— = A TAYTS
o (t,a)u (66)

where A(t, @) : R x R" — R"™™ 4s a matriz. If A is constant, we call the system linear.

We can also convert any ordinary differential equation of any order into a system, such at 2"/ +2" = x,

by setting u; = d;?f. All of the LMMs we’ve talked about so far can be applied to systems of ODEs,

simply by applying them to each of the equations in the system. Generally, these get written as

k—1 k
Fnok+ Y Gdns; =hY_ Bjfay (67)

J=0 J=0

where our notation here follows that on the previous uses of LMMs. However, with larger systems,
we run into problems such as stiffness.

Definition 5.25. A first order system of ODEs is called stiff if a small perturbation to the initial
conditions (letting "initial conditions” be at any point in the domain of the problem) causes a large
change in the solution.

You’ll note that this is an imprecise definition, and this is entirely on purpose. Stiffness in general
has no widely accepted definition, it’s more a word for expressing when systems of differential
equations need to be approximated with a very small step size, blowing up otherwise. To handle
these types of systems, we’d ideally like to use implicit methods. The problem is that implicit
methods tend to accumulate more rounding errors and become less and less efficient as systems
grow. As a sort of compromise, we introduce the predictor-corrector methods.

Definition 5.26. A predictor-corrector method uses a pair of LMMS, one implicit

k—1 k
Btk + > 0Tas; =hY Bifoi (68)
§=0 =0
and one explicit
k—1 k
Tk + ) 0GTarj =) B fut (69)
=0 =0

and proceeds via the following steps.

1. Predict Zp1 1 using |Fquation 69, call this :Z‘ﬁ_k

2. Calculate ﬁ+k using f(t,i") and :Z"E?Lk, call it fig]rk

0]

3. Predict Zp1y using ﬁngK and |Equation 64

—

4. Calculate ﬁz+k using f(t,Z) and Zpyy.

5. Repeat.
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5.5 Runge-Kutta Methods

There’s one more common method of approximation that we haven’t yet talked about, Runge-Kutta

Methods.

Definition 5.27. An s-stage Runge-Kutta (RK(s)) method is written in the form

Tpil = Tp + hi bik;

i=1
where

ki = f(tn + ¢ih, xp + h Z ai,jk'j> ;G = Z ai,j
j=1

j=1

These are often represented in the form of a Butcher array

¢ | a1 air2 - a1s
C2 | a1 G222 - a2 s
Cs | As1 G52 " Us,s

by bo A bs

This is an extremely obtuse definition, so let’s look at some common examples.

Example 5.28. The Euler method is a 1-stage RK method with Butcher array

0]0
1

Example 5.29. The backwards Euler method is a 1-stage RK method with Butcher array

It can be written as
Tpt1 = T + hky, k1 = f(t + h,z, + hk;)

we can note that this method is extremely implicit.

Example 5.30. A general 2-stage explicit RK method is given by the Butcher array

0|0 O
ala 0
by by
It can be written as
ki = f(tna $n)

]{32 = f(tn + ah, Tp + hak‘l)
Tpt1 = Tn + h(b1k1 + baks)
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In general, RD methods are explicit if and only if their Butcher arrays are strictly upper triangular,
that is upper triangular with a zero diagonal.

Example 5.31. The RK/4 method is a 4-stage RK method with Butcher array

0l0 0 0 0
1 1
L1l o 0 o0
i (2) L0 0
2 2
110 0 1 0
T T 11
6 3 3 6

It can be written as
Tpi1 = Tn + 2(ky + 2ks + 2ks + ka)

ki = f(tn, zn)

ko = f(tn+ 5 o0 + 12

ks = f(tn + 5, 2, + 152

ky = f(tn + h,zy + hk3)

This is probably the most commonly used of the non-FEuler RK methods.

With all these examples in pocket, let’s define what consistency means for RK methods.

Definition 5.32. The LTE of an RK method is defined as Ty+1 = x(tn+1) — Tnt1. An RK method
is said to be consistent of order p, p > 0, if Tpy1 = O(hPT1).

This lines up with our prior definition of consistency, but unlike in LMMs it’s extremely difficult to
determine which RK methods are consistent, and to what order. We do have the following results.

Theorem 5.33. All RK methods with 4 steps or less have at most a consistency order of the
number of steps in the method. In particular.

1. The only consistent 1-stage RK method is the Euler method.

2. Explicit RK(2) methods are consistent of order 1 if and only if by +be = 1. They are consistent
of order 2 if and only if by + by = 1 and aby = %

3. The RK) method is a consistent RK(}) method of order /.

Results for higher than order/stage 4 are generally not know, and if you encounter a problem that
needs that complicated of a method you should probably be simplifying your problem anyways. We
can also note something interesting from the second point : an explicit, consistent, RK(2) method
of maximal order can be entirely specified by a choice of a # 0. Finally, we note that we can of
course apply all of these methods to systems of ODEs as well, extending them in the same way as
we did LMMs.

5.6 Adaptive Steps

The final technical thing we’ll talk about here is adaptive step size. The motivation for this is fairly
clear : systems of equations may be quite stiff at some times and less stiff at later times. Keeping
the small step size the whole way through would be wasting quite a bit of time and computing
power, so it’d be better if we could adapt our step size to be only as small as is strictly required.
There’s no one algorithm for doing this, and many of the ones used are quite informal. TI’ll be
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presenting one here that’s worked well for me before, and works well with the numerical methods
we’ve been talking about.
Assume that we have a numerical method consistent of order p. The procedure we use is as follows.

1. Choose an initial step size, which we call Ay, and a tolerance we call tol.

2. Set hy, = hpew, and calculate provisional values of xy,41,th+1 = tn + Ay using the numerical
method.

3. Estimate a value of T}, 1, which we’ll call Tn+1, using the values from the previous step.

1
_tol |71
Tn+1

4. Set hpew = hy,

5. If |Tn+1| > tol, return to step 2 and re-try with the current h,e,. Otherwise, return to step
2 and calculate the next step using the current hjey .

There’s still a couple things to deal with here. First, the tolerance. This is chosen (arbitrarily) by
the user. A lower tolerance requires error to be lower to avoid re-sizing steps. Second, there’s the
question of how to estimate the error in our calculation. There’s many ways to do this, but I’ll
present some standard ones for common methods here. For the Euler method, it’s common to take

the approximation
. h,,

Thi1 = 7($ln+1 - 55%)

For RK methods which are consistent of order p, it’s common to run the calculation again with an
RK method consistent of order p + 1, and take

Toy1 = ZT(zpﬂl) -z

5.7 Practical Tips
T’ll end this section by giving some tips on how to use numerical methods in physics.
1. Be lazy, use the simplest possible method to make your approximation.

2. Be careful of rounding errors using adaptive steps : in particular, put a lower bound on how
small your step size can get. Otherwise, the simulation may never end for particularly stiff
systems.

3. When in doubt, use RK4.
4. If that doesn’t work, use a predictor-corrector method.

5. If your system is very stiff, don’t believe in it blindly to model average behaviour. The
stiffness of the system is often an indication that actual outcomes can vary wildly about the
average.
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